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c© 2007 Birkhäuser Verlag Basel/Switzerland

Integral Equations
and Operator Theory

Commutative C∗-algebras of Toeplitz operators
on the unit ball, I. Bargmann type transforms
and spectral representations of Toeplitz
operators

Raul Quiroga-Barranco and Nikolai Vasilevski

Abstract. Extending known results for the unit disk, we prove that for the unit
ball Bn there exist n+2 different cases of commutative C∗-algebras generated
by Toeplitz operators, acting on weighted Bergman spaces. In all cases the
bounded measurable symbols of Toeplitz operators are invariant under the
action of certain commutative subgroups of biholomorphisms of the unit ball.

Mathematics Subject Classification (2000). Primary 47B35; Secondary 47L80,
32A36.

Keywords. Toeplitz operator, Bergman space, commutative C∗-algebra, unit
ball, commutative groups of biholomorphisms.

1. Introduction

The commutative C∗-algebras of Toeplitz operators acting on the (weighted)
Bergman spaces over the unit disk as well as various properties of the opera-
tors from these algebras have been intensively studied recently (see, for example,
[5, 6, 7, 8, 11, 15, 16]). It turned out that the smoothness properties of symbols
do not play any essential role in order that the corresponding Toeplitz operators
generate a commutative C∗-algebra. Surprisingly the deep reason lies in the ge-
ometry of the underlying manifold (the hyperbolic plane ≡ unit disk endowed
with the standard hyperbolic metric, for the discussed case). The commutativity
properties are governed only by the geometric configuration of the level lines of
symbols, while the symbols themselves can by merely measurable. As it turns out
these level lines have to be the cycles of a pencil of hyperbolic geodesics.

This work was partially supported by CONACYT Projects 46936 and 44620, México.
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In this connection recall that there are three different types of pencils of hy-
perbolic geodesics on the unit disk: an elliptic pencil, which is formed by geodesics
intersecting in a single point, a parabolic pencil, which is formed by parallel
geodesics, and a hyperbolic pencil, which is formed by disjoint geodesics, i.e., by all
geodesics orthogonal to a given one. The orthogonal trajectories to geodesics form-
ing a pencil are called cycles. The cycles are always equidistant in the hyperbolic
metric.

The main result of [8] states that assuming some natural conditions on the
“richness” of the symbol set, the C∗-algebra generated by Toeplitz operators is
commutative on each (commonly considered) weighted Bergman space if and only
if there is a pencil of hyperbolic geodesics such that the symbols of the Toeplitz
operators are constant on the cycles of this pencil.

We mention that there is a natural one-to-one correspondence between the
pencils of hyperbolic geodesics and the maximal commutative subgroups of the
movements (conformal isometries) of the hyperbolic plane. Each such subgroup is
just the one-parametric group generated by a (non identical) Möbius transforma-
tion. Given any such subgroup, the cycles of the corresponding pencil are precisely
the sets which remain invariant under the action of this subgroup.

That is the main result of [8] admits the following equivalent reformulation:
assuming some natural conditions on the “richness” of the symbol set, the C∗-
algebra generated by Toeplitz operators is commutative on each (commonly con-
sidered) weighted Bergman space if and only if there is a maximal commutative
subgroup of the Möbius transformation such that the symbols of the Toeplitz oper-
ators are invariant under the action of this subgroup.

The present paper is the first part of a work aimed to extend the results
from the unit disk in C to the unit ball in Cn. Our approach is based on the
classification of the maximal commutative subgroups of the biholomorphic auto-
morphisms of the unit ball. In Section 3 of this Part I we list five different types
of commutative subgroups of the biholomorphisms of the unit ball Bn or its un-
bounded realization, the Siegel domain Dn. In the final Section 10 we show that,
given any such subgroup, the C∗-algebra, generated by Toeplitz operators with
(bounded measurable) symbols which are invariant under the action of this sub-
group, is commutative on each (commonly considered) weighted Bergman space.
Moreover we show that in each case the corresponding Toeplitz operators Ta admit
the spectral type representations, i.e., all of them are unitary equivalent to certain
multiplication operators γaI. The explicit form of γa is given for each of the five
cases under consideration.

It is worth mentioning that such a spectral representation gives an easy access
to the important properties of a Toeplitz operators: boundedness, compactness,
spectral properties, invariant subspaces, etc.

We note that one of the above types, namely the quasi-nilpotent, depends on
a parameter k = 1, 2, ..., n − 2. Thus for the unit ball Bn of (complex) dimension
n we have in total n + 2 different types of commutative C∗-algebras of Toeplitz



Vol. 99 (9999) Toeplitz operators on the unit ball 3

operatots. For n = 1 these algebras coinside exactly with the three known types
of the commutative algebras on the unit disk.

To achieve these results we construct in Sections 5 - 9 the analogues of the
classical Bargmann transform and its inverse, which we use then as the unitary
multiples in the representation R TaR∗ = γaI. A general scheme to construct such
analogues is presented in Section 4, while its concrete realizations for each of the
above five different cases constitute the content of Sections 5 - 9.

In the forthcoming Part II of the work we will show that the above five
commutative subgroups are maximal commutative ones, and that each maximal
commutative subgroup of biholomorphisms is conjugate to one from our list, while
neither two from the list are conjugate. That is we will classify the maximal com-
mutative subgroups of biholomorphisms of the unit ball Bn. Thus we will arrive to
the following extension of the sufficiency condition of the existence of commuta-
tive algebras of Toeplitz operators: given any maximal commutative subgroups of
biholomorphisms of the unit ball Bn, the C∗-algebra, generated by Toeplitz opera-
tors with measurable bounded symbols which are invariant under the action of this
group, is commutative. Another aim of Part II will be to describe the distinguished
geometry of the level sets of such symbols (the orbits of maximal commutative sub-
groups of biholomorphisms of the unit ball), presenting thus the multidimensional
generalization of a pencil of hyperbolic geodesics on the unit disk.

2. Weighted Bergman spaces and Bergman projections

Denote by Bn the unit ball in Cn, that is,

Bn = {z = (z1, ..., zn) ∈ Cn : |z|2 = |z1|2 + ... + |zn|2 < 1}.
Later on we will use the following notation for the points of Cn = Cn−1 × C:

z = (z′, zn), where z′ = (z1, ..., zn−1) ∈ Cn−1, zn ∈ C.

Denote by Dn the following Siegel domain in Cn

Dn = {z = (z′, zn) ∈ Cn−1 × C : Im zn − |z′|2 > 0}.
It is well known (and easy to check directly) that the Cayley transform ζ = ω(z),
where

ζk = i
zk

1 + zn
, k = 1, ..., n− 1,

ζn = i
1− zn

1 + zn
,

maps biholomorphically the unit ball Bn onto the Siegel domain Dn.
The inverse transform z = ω−1(ζ) is given by

zk = − 2iζk

1− iζn
, k = 1, ..., n− 1,

zn =
1 + iζn

1− iζn
.
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Let D = Cn−1 × R× R+. The mapping

κ : (z′, u, v) ∈ D 7−→ (z′, u + iv + i|z′|2) ∈ Dn, (2.1)

is obviously a diffeomorphism between D and Dn.
Denote by dv(z) = dx1dy1...dxndyn, where zk = xk + iyk, k = 1, ..., n, the

standard Lebesgue measure in Cn. We introduce the following one-parameter fam-
ily of weights (see, for example, [17])

µλ(z) = cλ (1− |z|2)λ, λ > −1,

where the normalizing constant

cλ =
Γ(n + λ + 1)
πnΓ(λ + 1)

(2.2)

is chosen so that µλ(z)dv(z) is a probability measure in Bn.
It is easy to see that under the inverse Cayley transform z = ω−1(ζ) we have

dv(z) =
22n

|1− iζn|2n+2
dv(ζ), (2.3)

1− |z|2 =
22

|1− iζn|2 (Im ζn − |z′|2), (2.4)

1 + zn =
2

1− iζn
. (2.5)

Given a function f ∈ L2(Bn, µλ), changing the variables z = ω−1(ζ) and using
(2.3), (2.4), we have

‖f‖2 =
∫

Bn

|f(z)|2cλ (1− |z|2)λ dv(z) (2.6)

=
∫

Dn

|f(ω−1(ζ)|2cλ
22λ

|1− iζ|2λ
(Im ζn − |ζ ′|2)λ 22n

|1− iζ|2n+2
dv(ζ)

=
∫

Dn

|f(ω−1(ζ)|2 22n+2λ

|1− iζ|2n+2λ+2
cλ (Im ζn − |ζ ′|2)λ dv(ζ).

Introduce now the space L2(Dn, µ̃λ), where

µ̃λ(ζ) =
cλ

4
(Im ζn − |ζ ′|2)λ,

and the operator
Uλ : L2(Bn, µλ) −→ L2(Dn, µ̃λ),

which acts as follows

(Uλf)(ζ) =
(

2
1− iζn

)n+λ+1

f(ω−1(ζ)).

Then (2.6) can be rewritten as

‖f‖2L2(Bn,µλ) = ‖Uλf‖2L2(Dn,eµλ).
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It is easy to check that the operator Uλ is unitary, and its inverse (and adjoint)
operator

U−1
λ : L2(Dn, µ̃λ) −→ L2(Bn, µλ)

has the form

(U−1
λ f)(z) =

1
(1 + zn)n+λ+1

f(ω(z)).

Denote by A2
λ(Bn) and by A2

λ(Dn) the (weighted) Bergman subspaces of
L2(Bn, µλ) and of L2(Dn, µ̃λ), respectively. Recall that, as always, the Bergman
space is the subspace of the corresponding L2-space which consists of all analytic
functions.

It is well known (see, for example, [17]) that the weighted Bergman kernel
for the unit ball is given by

KBn,λ(z, ζ) =
1

(1− z · ζ)n+λ+1
=

1
(1−∑n

k=1 zkζk)n+λ+1
,

and that the (weighted) Bergman projection BBn,λ of L2(Bn, µλ) onto A2
λ(Bn) has

the form

(BBn,λf)(z) =
∫

Bn

f(ζ)
(1− |ζ|2)λ

(1− z · ζ)n+λ+1
cλ dv(ζ).

Let z = ω−1(w) and ζ = ω−1(η), then

1− z · ζ =
22

(1− iwn)(1 + iηn)

(
wn − ηn

2i
− w′ · η′

)
. (2.7)

We note that the unitary operator Uλ, being the isomorphism between L2(Bn, µλ)
and L2(Dn, µ̃λ), maps isomorphically A2

λ(Bn) onto A2
λ(Dn) as well. Changing the

variables z = ω−1(w), ζ = ω−1(η) and using (2.3) - (2.5), (2.7), we have

(Bf)(w) = (UλBBn,λU−1
λ f)(w)

=
(

2
1− iwn

)n+λ+1 ∫

Bn

f(ω(ζ))
(1 + ζn)n+λ+1

(1− |ζ|2)λ cλ dv(ζ)
(1− ω−1(w) · ζ)n+λ+1

=
(

2
1− iwn

)n+λ+1 ∫

Dn

(1− iηn)n+λ+1

2n+λ+1
f(η)

· cλ
22λ(Im ηn − |η′|2)λ

|1− iηn|2λ

(1− iwn)n+λ+1(1 + iηn)n+λ+1

22n+2λ+2

· 1(
wn−ηn

2i − w′ · η′
)n+λ+1

22n

|1− iηn|2n+2
dv(η)

=
∫

Dn

f(η)
(Im ηn − |η′|2)λ

(
wn−ηn

2i − w′ · η′
)n+λ+1

cλ

4
dv(η).
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That is the (weighted) Bergman kernel for Dn has the form (see, for example,
[2, 3, 9])

KDn,λ(z, ζ) =
1(

zn−ζn

2i − z′ · ζ ′
)n+λ+1

,

and the weighted Bergman projection BDn,λ of L2(Dn, µ̃λ) onto the Bergman
space A2

λ(Dn) is given by

(BDn,λf)(z) =
∫

Dn

f(ζ)
(Im ζn − |ζ ′|2)λ

(
zn−ζn

2i − z′ · ζ ′
)n+λ+1

cλ

4
dv(ζ).

Return now to the domain D = Cn−1 ×R×R+ whose points we will denote
by w = (z′, u, v). Introduce the space L2(D, ηλ), where the weight ηλ is given by
the formula

ηλ(w) = ηλ(v) =
cλ

4
vλ, λ > −1,

and the constant cλ is given by (2.2).
Introduce the operator U0 : L2(Dn, µ̃λ) −→ L2(D, ηλ) as follows

(U0f)(w) = f(κ(w)),

where the mapping κ is given by (2.1). The operator U0 is obviously unitary, and
the inverse operator has the form

(U−1
0 f)(z) = f(κ−1(z)).

The (weighted) Bergman space A2
λ(Dn) on the Siegel domain Dn can be

characterized alternatively as the (closed) subspace of L2(Dn, µ̃λ) which consists
of all functions ϕ satisfying the equations

∂

∂zk
ϕ = 0, k = 1, ..., n.

Then the image A0(D) = U0(A2
λ(Dn)) is the subspace of L2(D, ηλ) which consists

of all functions ϕ satisfying the equations

U0
∂

∂zk
U−1

0 ϕ = 0, k = 1, ..., n.

It is obvious that

U0
∂

∂zn
U−1

0 =
1
2

(
∂

∂u
+ i

∂

∂v

)
. (2.8)

While for k = 1, ..., n− 1, we have

U0
∂

∂zk
U−1

0 ϕ(z′, u, v) = U0
∂

∂zk
ϕ(z′,Re zn, Im zn − |z′|2)

= U0

(
∂ϕ

∂zk
− ∂ϕ

∂v
zk

)

=
(

∂

∂zk
− ∂

∂v
zk

)
ϕ.
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That is
U0

∂

∂zk
U−1

0 =
∂

∂zk
− ∂

∂v
zk,

or, expressing ∂
∂v in terms of ∂

∂u using (2.8),

U0
∂

∂zk
U−1

0 =
∂

∂zk
− i

∂

∂u
zk.

Thus the space A0(D) coincides with the set of all L2(D, ηλ)-functions which
satisfy the equations

1
2

(
∂

∂u
+ i

∂

∂v

)
ϕ = 0 and

(
∂

∂zk
− ∂

∂v
zk

)
ϕ = 0, k = 1, ..., n− 1, (2.9)

or the equations

1
2

(
∂

∂u
+ i

∂

∂v

)
ϕ = 0 and

(
∂

∂zk
− i

∂

∂u
zk

)
ϕ = 0, k = 1, ..., n− 1. (2.10)

3. Commutative subgroups of biholomorphisms

We list here five essentially different types of commutative subgroups of biholo-
morphisms of the unit ball Bn, or its unbounded realization, the Siegel domain
Dn. In Part II of the paper we will show that, first, these subgroups are maximal
commutative subgroups of biholomorphisms, and second, each maximal commuta-
tive subgroup of biholomorphisms is conjugate to one from this list, while neither
two from the list are conjugate. That is, in a sense, this list classifies the maximal
commutative subgroups of biholomorphisms of the unit ball Bn.

Quasi-elliptic group of biholomorphisms of the unit ball Bn is isomorphic to
Tn with the following group action:

t : z = (z1, ..., zn) ∈ Bn 7−→ tz = (t1z1, ..., tnzn) ∈ Bn,

for each t = (t1, ..., tn) ∈ Tn.
Quasi-parabolic group of biholomorphisms of the Siegel domain Dn is isomor-

phic to Tn−1 × R with the following group action:

(t, h) : (z′, zn) ∈ Dn 7−→ (tz′, zn + h) ∈ Dn,

for each (t, h) ∈ Tn−1 × R.
Quasi-hyperbolic group of biholomorphisms of the Siegel domain Dn is iso-

morphic to Tn−1 × R+ with the following group action:

(t, r) : (z′, zn) ∈ Dn 7−→ (r1/2tz′, rzn) ∈ Dn,

for each (t, r) ∈ Tn−1 × R+,
Nilpotent group of biholomorphisms of the Siegel domain Dn is isomorphic

to Rn−1 × R with the following group action:

(b, h) : (z′, zn) ∈ Dn 7→ (z′ + b, zn + h + 2iz′ · b + i|b|2) ∈ Dn,

for each (b, h) ∈ Rn−1 × R;
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Quasi-nilpotent group of biholomorphisms of the Siegel domain Dn is isomor-
phic to Tk × Rn−k−1 × R, 0 < k < n− 1, with the following group action:

(t, b, h) : (z′, z′′, zn) ∈ Dn 7−→ (tz′, z′′ + b, zn + h + 2iz′′ · b + i|b|2)) ∈ Dn,

for each (t, b, h) ∈ Tk × Rn−k−1 × R.
Note that setting in the quasi-nilpotent case k = n− 1 we obtain the quasi-

parabolic group, while for k = 0 we obtain the nilpotent group. At the same time
we prefer to distinguish these three cases in order to make our calculations more
transparent.

4. Bargmann type transform

We describe here a scheme which has been already successfully used, for example,
in [12, 13, 14, 15] and which will be used in the subsequent sections.

Although the scheme is very simple, a considerable amount of work is required
in each particular case in order to define and calculate all necessary data. The
purpose of it is to give a description of the space of analytic functions under study
in “real analysis terms”, i.e., as an appropriate L2 space, and to construct the
operator R which being restricted onto the analytic space maps it isometrically
onto the corresponding L2 space, and which together with its adjoint R∗ provide
the factorization of the identity operator on the L2 space and the orthogonal
projection of the initial Hilbert space onto the space of analytic functions.

We note that the operator R restricted onto the space of analytic functions
together with its inverse R∗ can be considered as the analogs of the classical
Bargmann transform (and its inverse) [1], moreover they do give the classical
Bargmann transform for the corresponding case, see [14].

Let H be a separable Hilbert space and A be its closed subspace. Denote by
P the orthogonal projection of H onto A. We assume as well that there exist

(i) measurable spaces X and Y with measures µ and η respectively,
(ii) a unitary operator

U : H −→ L2(X,µ)⊗ L2(Y, η),

(iii) a measurable subspace X1 of X and a function g0 = g0(x, y) on X1×Y , such
that

– for each x ∈ X1 the function g0(x, ·) ∈ L2(Y, η),
and ‖g0(x, ·)‖L2(Y,η) = 1,

– the operator U maps A onto g0L2(X1, µ) ⊂ L2(X, µ)⊗ L2(Y, η):

U : A −→ g0L2(X1, µ).

Then, for each ϕ = g0f ∈ U(A) = g0L2(X1, µ), where f ∈ L2(X1, µ), one has
obviously

‖ϕ‖U(A) = ‖f‖L2(X1,µ).

We introduce now the isometric imbedding

R0 : L2(X1, µ) −→ L2(X, µ)⊗ L2(Y, η)
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by the formula

R0 : f ∈ L2(X1, µ) 7−→ f̃g0 ∈ L2(X,µ)⊗ L2(Y, η),

where

f̃ =
{

f, x ∈ X1

0, x ∈ X \X1
.

Then the adjoint operator

R∗0 : L2(X, µ)⊗ L2(Y, η) −→ L2(X1, µ)

is given by

(R∗0ϕ)(x) =
∫

Y

ϕ(x, y) g0(x, y) dη, x ∈ X1.

It is easy to check that

R∗0R = I : L2(X1, µ) −→ L2(X1, µ),
R R∗0 = Q : L2(X,µ)⊗ L2(Y, η) −→ U(A),

where Q is the orthogonal projection of L2(X,µ)⊗L2(Y, η) onto the image of the
space A under the unitary operator U , i.e., U(A) = g0L2(X1, µ).

Combining all the above we come to the following result.

Theorem 4.1. The operator R = R∗0U maps the Hilbert space H onto L2(X1, µ),
and the restriction

R|A : A −→ L2(X1, µ)
is an isometric isomorphism.

The adjoint operator

R∗ = U∗R0 : L2(X1, µ) −→ A ⊂ H

is an isometric isomorphism of L2(X1, µ) onto the subspace A of H.
Furthermore

RR∗ = I : L2(X1, µ) −→ L2(X1, µ),
R∗R = P : H −→ A,

where P is the orthogonal projection of H onto A.

In the subsequent five sections we will use this scheme in five different cases
defining and calculating explicitly in each case all the necessary data. The non-
trivial and essential part of the job is to find the measurable spaces X, X1, and
Y and to construct the corresponding unitary operator U , appropriate for each
specific case.

The key idea here, as well as in [12, 13, 14, 15], is to make use of appropriate
commutative subgroups of biholomorphisms of the domain under consideration,
and doing the corresponding group Fourier transform, to reduce the system of par-
tial differential equations, which define the Bergman space, to the ordinary ones,
depending on certain parameters. Solving the last ordinary differential equations
we come to the independent “real analysis type” description of the Bergman space.
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In what follows we will use the five different types of commutative subgroups,
described in Section 3, and we will name each of the five subsequent sections
according to the above subgroups.

5. Quasi-elliptic case

The results for this case are already known, see [10]. For the sake of completeness
we present them here.

Denote by τ(Bn) the base of the unit ball Bn, considered as a Reinhard
domain, i.e.,

τ(Bn) = {r = (r1, ..., rn) = (|z1|, ..., |zn|) : r2 = r2
1 + ... + r2

n ∈ [0, 1)},
which belongs to Rn

+ = R+ × ... × R+. Introduce in Cn the polar coordinates
zk = tkrk, rk ∈ R+, where tk ∈ T = S1, k = 1, ..., n. Then under the identification

z = (z1, ..., zn) = (t1r1, ..., tnrn) = (t, r),

where t = (t1, ..., tn) ∈ Tn = T × ... × T, r = (r1, ..., rn) ∈ τ(Bn), we have
Bn = Tn × τ(Bn) and

L2(Bn, µλ) = L2(Tn)⊗ L2(τ(Bn), µ),

where

L2(Tn) =
n⊗

k=1

L2(T,
dtk
itk

)

and the measure dµ in L2(τ(Bn), µ) is given by

dµ = µλ(r)
n∏

k=1

rkdrk = cλ(1− r2)λ
n∏

k=1

rkdrk.

We define the discrete Fourier transform F : L2(T) → l2 = l2(Z) by

F : f 7−→ cn =
1√
2π

∫

S1
f(t) t−n dt

it
, n ∈ Z. (5.1)

The operator F is unitary and

F−1 = F∗ : {cn}n∈Z 7−→ f =
1√
2π

∑

n∈Z
cn tn.

In terms of the scheme of Section 4 we have here

X = Zn, L2(X, µ) = l2(Zn),
X1 = Zn

+, L2(X1, µ) = l2(Zn
+),

Y = τ(Bn), L2(Y, η) = L2(τ(Bn),

the unitary operator U is defined as follows

U = F(n) ⊗ I : L2(Tn)⊗ L2(τ(Bn), µ) −→ l2(Zn)⊗ L2(τ(Bn), µ),



Vol. 99 (9999) Toeplitz operators on the unit ball 11

where F(n) = F ⊗ ...⊗F , and the function g0 (sequence in this case) has the form

g0(r) =

{(
(2π)n Γ(n + |p|+ λ + 1)

p! Γ(n + λ + 1)

)1/2

rp

}

p∈Zn
+

, r ∈ τ(Bn),

and Zn
+ = Z+ × ...× Z+ with Z+ = {0} ∪ N.

Introduce the isometric embedding

R0 : l2(Zn
+) −→ l2(Zn)⊗ L2(τ(Bn), µ)

where

R0 : {cp}p∈Zn
+
7−→ cp(r) =

{ (
(2π)n Γ(n+|p|+λ+1)

p! Γ(n+λ+1)

)1/2

cpr
p, p ∈ Zn

+

0, p ∈ Zn \ Zn
+

.

Then the adjoint operator R∗0 : l2(Zn)⊗ L2(τ(Bn), µ) −→ l2(Zn) is defined by

R∗0 : {fp(r)}p∈Zn 7−→{(
(2π)n Γ(n + |p|+ λ + 1)

p! Γ(n + λ + 1)

)1/2 ∫

τ(Bn)

rp fp(r) cλ(1− r2)λ
n∏

k=1

rkdrk

}

p∈Zn
+

.

Theorem 5.1. The operator R = R0U maps L2(Bn, µλ) onto l2(Zn
+), and the re-

striction

R|A2
λ(Bn) : A2

λ(Bn) −→ l2(Zn
+)

is an isometric isomorphism.
The adjoint operator

R∗ = U∗R0 : l2(Zn
+) −→ A2

λ(Bn) ⊂ L2(Bn, µλ)

is the isometric isomorphism of l2(Zn
+) onto the subspace A2

λ(Bn) of L2(Bn, µλ).
Furthermore

RR∗ = I : l2(Zn
+) −→ l2(Zn

+),

R∗R = BBn,λ : L2(Bn, µλ) −→ A2
λ(Bn),

where BBn,λ is the Bergman projection of L2(Bn, µλ) onto A2
λ(Bn).

Theorem 5.2. The isometric isomorphism

R∗ = U∗R0 : l2(Zn
+) −→ A2

λ(Bn)

is given by

R∗ : {cp}p∈Zn
+
7−→ (2π)−

n
2

∑

p∈Zn
+

(
(2π)n Γ(n + |p|+ λ + 1)

p! Γ(n + λ + 1)

)1/2

cp zp. (5.2)
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Corollary 5.3. The inverse isomorphism

R : A2
λ(Bn) −→ l2(Zn

+)

is given by

R : ϕ(z) 7−→{
(2π)−

n
2

(
(2π)n Γ(n + |p|+ λ + 1)

p! Γ(n + λ + 1)

)1/2 ∫

D

ϕ(z) zp µλ(z) dv(z)

}

p∈Zn
+

.(5.3)

6. Quasi-parabolic case

We represent the space L2(D, ηλ) as the following tensor product

L2(D, ηλ) = L2(Cn−1)⊗ L2(R)⊗ L2(R+, ηλ),

and consider the unitary operator U1 = I ⊗ F ⊗ I acting on it. Here

(Ff)(ξ) =
1√
2π

∫

R
f(u)e−iξudu (6.1)

is the standard Fourier transform on L2(R).
For the operators in (2.10) we have obviously

U1
1
2

(
∂

∂u
+ i

∂

∂v

)
U−1

1 =
i

2

(
ξ +

∂

∂v

)
,

U1

(
∂

∂zk
− i

∂

∂u
zk

)
U−1

1 =
∂

∂zk
+ ξzk, k = 1, ..., n− 1.

Thus the image A1(D) = U1(A0(D)) is the subspace of L2(D, ηλ) which consists
of all functions satisfying the equations

i

2

(
ξ +

∂

∂v

)
ϕ = 0 and

(
∂

∂zk
+ ξzk

)
ϕ = 0, k = 1, ..., n− 1. (6.2)

The first equation is easy to solve, and its general solution has the form

ϕ(z′, ξ, v) = ψ0(z′, ξ)e−ξv.

The function ϕ has to be in L2(D, ηλ), which implies that its support on the
variable ξ has to be in R+. That is

ϕ(z′, ξ, v) = χR+(ξ)ψ(z′, ξ)e−ξv. (6.3)

Further, the function ϕ has to satisfy the second equations in (6.2), that is(
∂

∂zk
+ ξzk

)
ψ(z′, ξ) = 0, k = 1, ..., n− 1.

Introduce in Cn−1 the polar coordinates, zk = rktk, where rk ∈ R+, tk ∈ S1 = T,
k = 1, ..., n− 1. Then, it is easy to see that

∂

∂zk
+ ξzk =

tk
2

(
∂

∂rk
− tk

rk

∂

∂tk
+ 2ξrk

)
, k = 1, ..., n− 1.
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Represent now

L2(D, ηλ) = L2(Cn−1 × R× R+, ηλ)

= L2(Rn−1
+ , rdr)⊗ L2(Tn−1)⊗ L2(R)⊗ L2(R+, ηλ),

where

rdr =
n−1∏

k=1

rkdrk, L2(Tn−1) =
n−1⊗

k=1

L2

(
S1,

dtk
itk

)
.

Introduce the unitary operator U2 = I ⊗F(n−1) ⊗ I ⊗ I acting from

L2(Rn−1
+ , rdr)⊗ L2(Tn−1)⊗ L2(R)⊗ L2(R+, ηλ)

onto

L2(Rn−1
+ , rdr)⊗ l2(Zn−1)⊗ L2(R)⊗ L2(R+, ηλ) =

l2(Zn−1, L2(Rn−1
+ , rdr)⊗ L2(R)⊗ L2(R+, ηλ)),

where F(n−1) = F ⊗ ... ⊗ F , and each F is the one-dimensional discrete Fourier
transform (5.1).

For ϕ of the form (6.3) we have

U2ϕ = χR+(ξ)e−ξv(F ⊗ I)ψ = χR+(ξ)e−ξv{cp(r, ξ)}p∈Zn−1 .

Furthere, the sequence {dp}p∈Zn−1 = χR+(ξ)e−ξv{cp(r, ξ)}p∈Zn−1 has to satisfy the
equations

U2
tk
2

(
∂

∂rk
− tk

rk

∂

∂tk
+ 2ξrk

)
U−1

2 {dp}p∈Zn−1 = 0, k = 1, ..., n− 1,

or equivalently

U2
tk
2

(
∂

∂rk
− tk

rk

∂

∂tk
+ 2ξrk

)
U−1

2 {cp}p∈Zn−1 = 0, k = 1, ..., n− 1.

The operator

δ = U2
tk
2

(
∂

∂rk
− tk

rk

∂

∂tk
+ 2ξrk

)
U−1

2
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acts as follows

δ {cp}p∈Zn−1 = U2
tk
2

(
∂

∂rk
− tk

rk

∂

∂tk
+ 2ξrk

)
(2π)−

n−1
2

∑

p∈Zn−1

cp tp

= U2


(2π)−

n−1
2

∑

p∈Zn−1

t̂pk
tk
2

(
∂cp

∂rk
tpk

k − tk
rk

pkcpt
Pk−1
k + 2ξrktpk

k cp

)


= U2


(2π)−

n−1
2

∑

p∈Zn−1

t̂pktpk+1
k

1
2

(
∂

∂rk
− pk

rk
+ 2ξrk

)
cp




= U2


(2π)−

n−1
2

∑

p∈Zn−1

tp
1
2

(
∂

∂rk
− pk − 1

rk
+ 2ξrk

)
cp−ek




=
{

1
2

(
∂

∂rk
− pk − 1

rk
+ 2ξrk

)
cp−ek

}

p∈Zn−1

,

where p = (p1, ..., pn−1), ek = (0, ..., 0, 1, 0, ...0), tp = tp1
1 · ... · tpn−1

n−1 , and t̂pk is tp

with the multiple tpk

k omitted. That is

U2
tk
2

(
∂

∂rk
− tk

rk

∂

∂tk
+ 2ξrk

)
U−1

2 {cp}p∈Zn−1

=
{

1
2

(
∂

∂rk
− pk − 1

rk
+ 2ξrk

)
cp−ek

}

p∈Zn−1

.

Now the space A2(D) = U2(A1(D)) consists of all sequences {dp}p∈Zn−1 ,
where

dp = χR+(ξ)e−ξvcp(r, ξ), p ∈ Zn−1,

which satisfy the equations

1
2

(
∂

∂rk
− pk

rk
+ 2ξrk

)
cp = 0, k = 1, ..., n− 1.

These equations are easy to solve and their general solution has the form

c′p = gp(ξ) rp e−ξ|r|2 , p ∈ Zn−1,

where |r|2 = r2
1 + ... + r2

n−1.
Further, each function

dp = χR+(ξ) gp(ξ) rp e−ξ(|r|2+v)

has to be in L2(Rn−1
+ )⊗ L2(R)⊗ L2(R+, ηλ), and moreover we need that

{dp}p∈Zn−1 ∈ l2(Zn−1, L2(Rn−1
+ )⊗ L2(R)⊗ L2(R+, ηλ)).

In particular, this implies that dp ≡ 0 for all p ∈ Zn−1 \ Zn−1
+ .
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We set

αp(ξ) = cp(ξ)
(

2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

,

where cp(ξ) ∈ L2(R+) and is prolonged by zero to the negative half-axis, the
constant cλ is given by (2.2), |p| = p1 + ... + pn−1, p! = p1! · ... · pn−1!, and
p ∈ Zn−1

+ . Then it is easy to see that

‖dp‖L2(Rn−1
+ )⊗L2(R)⊗L2(R+,ηλ) = ‖cp‖L2(R+),

and

‖{dp}p∈Zn−1
+

‖l2(Zn−1
+ , L2(Rn−1

+ )⊗L2(R)⊗L2(R+,ηλ)) = ‖cp‖l2(Zn−1
+ , L2(R+)).

Indeed,

‖dp‖2 =
∫

Rn+1
+

|cp(ξ)|2 2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)
r2p e−2ξ(|r|2+v) cλ

4
vλ rdrdξdv

=
∫

Rn+1
+

|cp(ξ/2)|2 ξ|p|+λ+n

2p! Γ(λ + 1)
rp e−ξ(r1+...rn−1+v) vλ drdξdv

=
∫

R+

|cp(ξ/2)|2 ξ|p|+λ+n

2p! Γ(λ + 1)
dξ

∫

R+

vλ e−ξv dv

·
∫

Rn−1
+

rp e−ξ(r1+...+rn−1)dr.

By [4], formula 3.351.3, we have∫

Rn−1
+

rp e−ξ(r1+...+rn−1)dr =
p!

ξ|p|+n−1
,

and by [4], formula 3.381.4, we have
∫

R+

vλ e−ξv dv =
Γ(λ + 1)

ξλ+1
.

Thus

‖dp‖2L2(Rn−1
+ )⊗L2(R)⊗L2(R+,ηλ)

=
∫

R+

|cp(ξ/2)|2 dξ

2
=

∫

R+

|cp(ξ)|2dξ = ‖cp‖2L2(R+).

Note that in terms of the scheme of Section 4 we have here
X = Zn−1 × R, L2(X, µ) = l2(Zn−1)⊗ L2(R),
X1 = Zn−1

+ × R+, L2(X1, µ) = l2(Zn−1
+ )⊗ L2(R+),

Y = Rn−1
+ × R+, L2(Y, η) = L2(Rn−1

+ , rdr)⊗ L2(R+, ηλ),

the unitary operator U is defined as follows

U = U2U1U0 : L2(Dn, µ̃λ) −→
l2(Zn−1)⊗ L2(Rn−1

+ , rdr)⊗ L2(R)⊗ L2(R+, ηλ)) =

l2(Zn−1, L2(Rn−1
+ , rdr)⊗ L2(R)⊗ L2(R+, ηλ)),



16 R. Quiroga-Barranco and N. Vasilevski IEOT

and the function g0 (function-sequence in this case) has the form

g0(p, r, ξ, v) =

{(
2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

rp e−ξ(|r|2+v)

}

p∈Zn−1
+

,

where (r, ξ, v) ∈ Rn−1
+ × R+ × R+.

Summarizing the above we come to the following statement.

Lemma 6.1. The unitary operator U = U2U1U0 maps the Bergman space A2
λ(Dn)

onto the space A2(D) = g0 l2(Zn−1
+ , L2(R+)) which is the closed subspace of

l2(Zn−1, L2(Rn−1
+ )⊗ L2(R)⊗ L2(R+, ηλ)) and consisits of all sequences

{dp(r, ξ, v)}p∈Zn−1
+

, where the functions dp(r, ξ, v), p ∈ Zn−1
+ , have the form

dp(r, ξ, v) =
(

2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

rp e−ξ(|r|2+v) cp(ξ), ξ ∈ R+,

with cp ∈ L2(R+).

Introduce now the isometric imbedding

R0 : l2(Zn−1
+ , L2(R+)) −→ l2(Zn−1, L2(Rn−1

+ , rdr)⊗ L2(R)⊗ L2(R+, ηλ))

by the rule

R0 : {cp(ξ)}p∈Zn−1
+

7−→
{

χZn−1
+

(p)χR+(ξ)
(

2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

rp e−ξ(|r|2+v) cp(ξ)

}

p∈Zn−1

,

where the function cp(ξ) is extended by zero for ξ ∈ R \ R+ for each p ∈ Zn−1
+ .

The adjoint operator

R∗0 : l2(Zn−1, L2(Rn−1
+ , rdr)⊗ L2(R)⊗ L2(R+, ηλ)) −→ l2(Zn−1

+ , L2(R+))

has obviously the form

R∗0 : {dp(r, ξ, v)}p∈Zn−1 7−→
{(

2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2 ∫

Rn
+

rp e−ξ(|r|2+v) dp(r, ξ, v) rdr
cλvλ

4
dv

}

p∈Zn−1
+

.

Then we have

R∗0R0 = I : l2(Zn−1
+ , L2(R+)) −→ l2(Zn−1

+ , L2(R+)),

R0R
∗
0 = P2 : l2(Zn−1

+ , L2(Rn−1
+ , rdr)⊗ L2(R)⊗ L2(R+, ηλ)) −→ A2(D),

where P2 is the orthogonal projection of
l2(Zn−1, L2(Rn−1

+ , rdr)⊗ L2(R)⊗ L2(R+, ηλ)) onto A2(D).
Thus finally we have
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Theorem 6.2. The operator R = R∗0U maps L2(Dn, µ̃λ) onto l2(Zn−1
+ , L2(R+)),

and the restriction

R|A2
λ(Dn) : A2

λ(Dn) −→ l2(Zn−1
+ , L2(R+))

is an isometric isomorphism.

The adjoint operator

R∗ = U∗R0 : l2(Zn−1
+ , L2(R+)) −→ A2

λ(Dn) ⊂ L2(Dn, µ̃λ)

is the isometric isomorphism of l2(Zn−1
+ , L2(R+)) onto the subspace A2

λ(Dn) of
L2(Dn, µ̃λ).

Furthermore

RR∗ = I : l2(Zn−1
+ , L2(R+)) −→ l2(Zn−1

+ , L2(R+)),

R∗R = BDn,λ : L2(Dn, µ̃λ) −→ A2
λ(Dn),

where BDn,λ is the Bergman projection of L2(Dn, µ̃λ) onto A2
λ(Dn).

Theorem 6.3. The isometric isomorphism

R∗ = U∗R0 : l2(Zn−1
+ , L2(R+)) −→ A2

λ(Dn)

is given by

R∗ : {cp(ξ)}p∈Zn−1
+

7−→

(2π)−
n
2

∑

p∈Zn−1
+

∫

R+

(
2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

cp(ξ) (z′)p eiξzn dξ (6.4)
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Proof. Calculate

R∗ = U∗R0 : {cp(ξ)}p∈Zn−1
+

7−→ U∗
{

χR+(ξ)
(

2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

rp e−ξ(|r|2+v) cp(ξ)

}

p∈Zn−1
+

7−→ U∗
0 U∗

1

(
χR+(ξ) (2π)−

n−1
2

∑

p∈Zn−1
+

(
2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

· e−ξ(|r|2+v) cp(ξ) (z′)p

)

7−→ U∗
0

(
(2π)−

n
2

∑

p∈Zn−1
+

∫

R+

(
2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

· e−ξ(|r|2+v) cp(ξ) (z′)pe−iuξdξ

)

= (2π)−
n
2

∑

p∈Zn−1
+

∫

R+

(
2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

cp(ξ) (z′)p eiξzn dξ.

¤

Corollary 6.4. The inverse isomorphism

R : A2
λ(Dn) −→ l2(Zn−1

+ , L2(R+))

is given by

R : ϕ(z) 7−→
{

(2π)−
n
2

(
2n−3cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

·
∫

Dn

ϕ(z) (z′)p e−iξzn (Im zn − |z′|2)λ dv(z)
}

p∈Zn−1
+

. (6.5)

7. Nilpotent case

The first step here will be the same as in the quasi-parabolic case. We consider
the space

L2(D, ηλ) = L2(Cn−1)⊗ L2(R)⊗ L2(R+, ηλ),

and the unitary operator U1 = I ⊗ F ⊗ I acting on it, where F is the Fourier
transform on L2(R), see (6.1).
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Then the image A1(D) = U1(A0(D)) is the subspace of L2(D, ηλ) which
consists of all functions satisfying the equations (6.2). The L2(D, ηλ)-solution of
the first equation in (6.2) has the form

ϕ(z′, ξ, v) = χR+(ξ)ψ(z′, ξ)e−ξv, (7.1)

and the function ψ has to satisfy the following equations(
∂

∂zk
+ ξzk

)
ψ(z′, ξ) = 0, k = 1, ..., n− 1.

Using the standard Cartesian coordinates x′ = (x1, ..., xn−1) and
y′ = (y1, ..., yn−1), where zk = xk + iyk, in Cn−1 = Rn−1 × Rn−1, we have

L2(D, ηλ) = L2(Rn−1)⊗ L2(Rn−1)⊗ L2(R)⊗ L2(R+, ηλ).

Consider the unitary operator U2 = F(n−1)⊗ I⊗ I⊗ I, where F(n−1) = F ⊗ ...⊗F
is (n− 1)-dimensional Fourier transform, acting on above tensor decomposition.

We have

U2

[
1
2

(
∂

∂xk
+ i

∂

∂yk

)
+ ξ (xk + iyk)

]
U−1

2 =
i

2

(
ξk +

∂

∂yk

)
+ iξ

(
∂

∂ξk
+ yk

)
.

Thus the image A2(D) = U2(A1(D)) is the subspace of L2(D, ηλ) which consists
of all functions

ϕ(ξ′, y′, ξ, v) = χR+(ξ)ψ(ξ′, y′, ξ)e−ξv,

where the function ψ has to satisfy the following equations

i

[
1
2

(
ξk +

∂

∂yk

)
+ ξ

(
∂

∂ξk
+ yk

)]
ψ(ξ′, y′, ξ) = 0, k = 1, ..., n− 1.

Introduce the following change of variables

uk =
1

2
√

ξ
ξk −

√
ξyk, vk =

1
2
√

ξ
ξk +

√
ξyk, k = 1, ..., n− 1,

or
ξk =

√
ξ (uk + vk) , yk =

1
2
√

ξ
(−uk + vk) , k = 1, ..., n− 1,

and the corresponding unitary operator U3 acting on L2(Rn−1) ⊗ L2(Rn−1) ⊗
L2(R)⊗ L2(R+, ηλ) by the rule

(U3ϕ)(u′, v′, ξ, v) = ϕ

(√
ξ (u′ + v′) ,

1
2
√

ξ
(−u′ + v′) , ξ, v

)
,

where u′ = (u1, ..., un−1) and v′ = (v1, ..., vn−1).
We have obviously

U3 i

[
1
2

(
ξk +

∂

∂yk

)
+ ξ

(
∂

∂ξk
+ yk

)]
U−1

3 = i
√

ξ

(
∂

∂vk
+ vk

)
.

Thus the image A3(D) = U3(A2(D)) is the subspace of L2(Rn−1) ⊗ L2(Rn−1) ⊗
L2(R)⊗ L2(R+, ηλ) which consists of all functions

ϕ(u′, v′, ξ, v) = χR+(ξ)ψ̃(u′, v′, ξ)e−ξv,
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satisfying the equations

i
√

ξ

(
∂

∂vk
+ vk

)
ϕ(u′, v′, ξ, v) = 0, k = 1, ..., n− 1,

or the corresponding functions function ψ̃(u′, v′, ξ) have to satisfy the equations
(

∂

∂vk
+ vk

)
ψ̃(u′, v′, ξ) = 0, k = 1, ..., n− 1.

These equations are easy to solve and their general solution has the form

ψ̃(u′, v′, ξ) = π−
n−1

4 e−
|v′|2

2 χR+(ξ) e−ξv

(
4(2ξ)λ+1

cλΓ(λ + 1)

) 1
2

ψ(u′, ξ),

where ψ(u′, ξ) ∈ L2(Rn−1 × R). Moreover, we have that

‖ϕ‖L2(Rn−1)⊗L2(Rn−1)⊗L2(R)⊗L2(R+,ηλ) = ‖χR+(ξ)ψ(u′, ξ)‖L2(Rn−1×R)

= ‖ψ(u′, ξ)‖L2(Rn−1×R+).

Indeed,

‖ϕ‖2 =
∫

R2n−1×R+

π−
n−1

2 e−|v
′|2 χR+(ξ) e−2ξv 4(2ξ)λ+1

cλΓ(λ + 1)
|ψ(u′, ξ)|2

· cλ

4
vλdu′dv′dξdv

= π−
n−1

2

∫

Rn−1
e−|v

′|2 dv′
∫

Rn−1×R+

|ψ(u′, ξ)|2 (2ξ)λ+1

Γ(λ + 1)
du′dξ

·
∫

R+

vλe−2ξvdv

=
∫

Rn−1×R+

|ψ(u′, ξ)|2 du′dξ = ‖ψ(u′, ξ)‖2L2(Rn−1×R+).

Calculating the integral over v ∈ R+ we have used formula 3.381.4 from [4].
Note that in terms of the scheme of Section 4 we have here

X = Rn−1 × R, L2(X, µ) = L2(Zn−1)⊗ L2(R),
X1 = Rn−1 × R+, L2(X1, µ) = L2(Rn−1)⊗ L2(R+),
Y = Rn−1 × R+, L2(Y, η) = L2(Rn−1)⊗ L2(R+, ηλ),

the unitary operator U is defined as follows

U = U3U2U1U0 : L2(Dn, µ̃λ) → L2(Rn−1)⊗ L2(Rn−1)⊗ L2(R)⊗ L2(R+, ηλ),

and the function g0 has the form

g0(v′, ξ, v) = π−
n−1

4 e−ξv− |v′|22

(
4(2ξ)λ+1

cλΓ(λ + 1)

) 1
2

, (v′, ξ, v) ∈ Rn−1 × R+ × R+.

Summarizing the above we come to the following statement.



Vol. 99 (9999) Toeplitz operators on the unit ball 21

Lemma 7.1. The unitary operator U = U3U2U1U0 maps the Bergman space
A2

λ(Dn) onto the space A3(D) = g0 L2(Rn−1×R+) which is the closed subspace of
L2(Rn−1) ⊗ L2(Rn−1) ⊗ L2(R) ⊗ L2(R+, ηλ) and consisits of all functions of the
form

ϕ(u′, v′, ξ, v) = π−
n−1

4 e−ξv− |v′|22

(
4(2ξ)λ+1

cλΓ(λ + 1)

) 1
2

ψ(u′, ξ),

where ψ(u′, ξ) ∈ L2(Rn−1 × R+).

Introduce now the isometric imbedding

R0 : L2(Rn−1 × R+) −→ L2(Rn−1)⊗ L2(Rn−1)⊗ L2(R)⊗ L2(R+, ηλ)

by the rule

R0 : ψ(u′, ξ) 7−→ π−
n−1

4 e−ξv− |v′|22 χR+(ξ)
(

4(2ξ)λ+1

cλΓ(λ + 1)

) 1
2

ψ(u′, ξ),

where the function ψ(u′, ξ) is extended by zero for ξ ∈ R \R+ for each u′ ∈ Rn−1.
The adjoint operator

R∗0 : L2(Rn−1)⊗ L2(Rn−1)⊗ L2(R)⊗ L2(R+, ηλ) −→ L2(Rn−1 × R+)

has obviously the form

R∗0 : ϕ(u′, v′, ξ, v) 7−→

π−
n−1

4

∫

Rn−1×R+

e−ξv− |v′|22

(
4(2ξ)λ+1

cλΓ(λ + 1)

) 1
2

f(u′, v′, ξ, v) dv′
cλ

4
vλdv.

Then we have

R∗0R0 = I : L2(Rn−1 × R+) −→ L2(Rn−1 × R+),
R0R

∗
0 = P3 : L2(Rn−1)⊗ L2(Rn−1)⊗ L2(R)⊗ L2(R+, ηλ) −→ A3(D),

where P3 is the orthogonal projection of L2(Rn−1)⊗L2(Rn−1)⊗L2(R)⊗L2(R+, ηλ)
onto A3(D).

Thus finally we have

Theorem 7.2. The operator R = R∗0U maps L2(Dn, µ̃λ) onto L2(Rn−1×R+), and
the restriction

R|A2
λ(Dn) : A2

λ(Dn) −→ L2(Rn−1 × R+)
is an isometric isomorphism.

The adjoint operator

R∗ = U∗R0 : L2(Rn−1 × R+) −→ A2
λ(Dn) ⊂ L2(Dn, µ̃λ)

is the isometric isomorphism of L2(Rn−1 × R+) onto the subspace A2
λ(Dn) of

L2(Dn, µ̃λ).
Furthermore

RR∗ = I : L2(Rn−1 × R+) −→ L2(Rn−1 × R+),
R∗R = BDn,λ : L2(Dn, µ̃λ) −→ A2

λ(Dn),
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where BDn,λ is the Bergman projection of L2(Dn, µ̃λ) onto A2
λ(Dn).

For this and the two remaining cases we will not give exact formulas for the
operators R and R∗. If needed, these formulas can be easily obtained by direct
though rather lengthy calculations.

8. Quasi-nilpotent case

This case is just a mixture of the two previous cases, quasi-parabolic and nilpotent.
Given an integer 1 ≤ k ≤ n − 2, we will write the points of Dn as z =

(z′, w′, zn), where z′ ∈ Ck and w′ ∈ Cn−k−1, and the points of D as (z′, w′, ζ),
respectively.

According to this notation we represent

L2(D, ηλ) = L2(Ck)⊗ L2(Cn−k−1)⊗ L2(R)⊗ L2(R+, ηλ).

Applying, as in previous two cases, the unitary operator U1 = I ⊗ I ⊗ F ⊗ I, we
have that the image A1(D) = U1(A0(D)) consists of all L2-functions of the form

ϕ(z′, w′, ξ, v) = χR+(ξ)ψ(z′, w′, ξ) e−ξv,

which satisfy the equations
(

∂

∂zl
+ ξzl

)
ψ(z′, w′, ξ) = 0, l = 1, ..., k,

(
∂

∂wm
+ ξwm

)
ψ(z′, w′, ξ) = 0, m = 1, ..., n− k − 1.

Now passing to the polar coordinates in Ck, zl = rltl, where rl ∈ R+, tl ∈ S1 = T,
l =, 1, ..., k, and Cartesian coordinates in Cn−k−1, x′ = (x1, ..., xn−k−1), y′ =
(y1, ..., yn−k−1), where wm = xm + iym, m = 1, ..., n − k − 1, we have that the
space L2(D, ηλ) can be represented in the form

L2(Rk
+, rdr)⊗ L2(Tk)⊗ L2(Rn−k−1)⊗ L2(Rn−k−1)⊗ L2(R)⊗ L2(R+, ηλ).

Introduce the unitary operator U2 = I ⊗F(k) ⊗ F(n−k−1) ⊗ I ⊗ I ⊗ I acting from
L2(D, ηλ) onto

L2(Rk
+, rdr)⊗ l2(Zk ⊗ L2(Rn−k−1)⊗ L2(Rn−k−1)⊗ L2(R)⊗ L2(R+, ηλ)

= l2(Zk, L2(Rk
+, rdr)⊗ L2(Rn−k−1)⊗ L2(Rn−k−1)⊗ L2(R)⊗ L2(R+, ηλ)),

where F(k) = F ⊗ ... ⊗ F is the k-dimensional discrete Fourier transform and
F(n−k−1) = F ⊗ ...⊗ F is the (n− k − 1)-dimensional Fourier transform.

Then, by the results of the previous two sections, the image A2(D) =
U2(A1(D)) consists of all sequences {dp(r, ξ′, y′, ξ, v)}p∈Zk

+
, where the functions

dp(r, ξ′, y′, ξ, v) =
(

2k+2

cλ

(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

) 1
2

rp e−ξ(|r|2+v) d̃p(ξ′, y′, ξ),
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with (ξ′, y′, ξ) ∈ Rn−k−1 × Rn−k−1 × R+, belong to the space L2(Rk
+, rdr) ⊗

L2(Rn−k−1) ⊗ L2(Rn−k−1) ⊗ L2(R) ⊗ L2(R+, ηλ). Moreover, the corresponding
functions d̃p(ξ′, y′, ξ) have to satisfy the equations

i

[
1
2

(
ξm +

∂

∂ym

)
+ ξ

(
∂

∂ξm
+ ym

)]
d̃p(ξ′, y′, ξ) = 0, m = 1, ..., n− k − 1.

Introduce the following change of variables

um =
1

2
√

ξ
ξm −

√
ξym, vm =

1
2
√

ξ
ξm +

√
ξym, m = 1, ..., n− k − 1,

or

ξm =
√

ξ (um + vm) , ym =
1

2
√

ξ
(−um + vm) , m = 1, ..., n− k − 1,

and the corresponding unitary operator U3 acting on

l2(Zk, L2(Rk
+, rdr)⊗ L2(Rn−k−1)⊗ L2(Rn−k−1)⊗ L2(R)⊗ L2(R+, ηλ))

by the rule

U3 : {dp(r, ξ′, y′, ξ, v)}p∈Zk 7→
{

dp

(
r,

√
ξ (u′ + v′) ,

1
2
√

ξ
(−u′ + v′) , ξ, v

)}

p∈Zk

,

where u′ = (u1, ..., un−k−1) and v′ = (v1, ..., vn−k−1).
Combining the results of the previous two sections we have that in terms of

the scheme of Section 4 our data now are as follows
X = Zk × Rn−k−1 × R, L2(X, µ) = l2(Zk)⊗ L2(Rn−k−1)⊗ L2(R),
X1 = Zk

+ × Rn−k−1 × R+, L2(X1, µ) = l2(Zk
+)⊗ L2(Rn−k−1)⊗ L2(R+),

Y = Rk
+ × Rn−k−1 × R+, L2(Y, η) = L2(Rk

+, rdr)⊗ L2(Rn−k−1)⊗ L2(R+, ηλ),

the unitary operator U is defined as follows

U = U3U2U1U0 : L2(Dn, µ̃λ) −→
l2(Zk, L2(Rk

+, rdr)⊗ L2(Rn−k−1)⊗ L2(Rn−k−1)⊗ L2(R)⊗ L2(R+, ηλ)),

and the function g0 (function-sequence in this case) has the form

g0(p, r, v′, ξ, v) = π−
n−k−1

4

(
2k+2

cλ

(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

) 1
2

rp e−ξ(|r|2+v)− |v′|22 ,

where (p, r, v′, ξ, v) ∈ Zk
+ × Rk

+ × Rn−k−1 × R+ × R+.
Summarizing the above we come to the following statement.

Lemma 8.1. The unitary operator U = U3U2U1U0 maps the Bergman space
A2

λ(Dn) onto the space A3(D) = U3(A2(D)) = g0 l2(Zk
+, L2(Rn−k−1 ×R+)) which

is the closed subspace of l2(Zk, L2(Rk
+, rdr)⊗L2(Rn−k−1)⊗L2(Rn−k−1)⊗L2(R)⊗

L2(R+, ηλ)) and consisits of all sequences {dp(r, u′, v′, ξ, v)}p∈Zk
+
, where the func-

tions dp(r, u′, v′, ξ, v), p ∈ Zk
+, have the form

dp(r, u′, v′, ξ, v) = π−
n−k−1

4

(
2k+2

cλ

(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

) 1
2

rp e−ξ(|r|2+v)− |v′|22 cp(u′, ξ),
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with cp(u′, ξ) ∈ L2(Rn−k−1 × R+).
Moreover,

‖{dp}p∈Zk
+
‖ = ‖{cp}p∈Zk

+
‖l2(Zk

+, L2(Rn−k−1×R+)).

We check now the above norm equality. Obviously it is sufficient to check
only that

‖dp‖L2(Rk
+,rdr)⊗L2(Rn−k−1)⊗L2(Rn−k−1)⊗L2(R)⊗L2(R+,ηλ) = ‖cp‖L2(Rn−k−1×R+).

Calculate

‖dp‖2 = π−
n−k−1

2

∫

Rk
+×Rn−k−1×Rn−k−1×R×R+

2k+2

cλ

(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

· r2p e−2ξ(|r|2+v)−|v′|2 |cp(u′, ξ)|2 rdr du′ dv′ dξ
cλ

4
vλdv

=
∫

Rn−k−1×R+

|cp(u′, ξ)|2 du′dξ
2k(2ξ)|p|+k

p!

∫

Rk
+

r2ke−2ξ|r|2rdr

· π−
n−k−1

2

∫

Rn−k−1
e−|v

′|2dv′
(2ξ)λ+1

Γ(λ + 1)

∫

R+

vλe−2ξvdv.

By [4], formulas 3.351.3, 3.321.3, and 3.381.4, each of the last three integrals (with
the corresponding multiple) is equal to 1, thus

‖dp‖2 =
∫

Rn−k−1×R+

|cp(u′, ξ)|2 du′dξ = ‖cp‖2.

Introduce the isometric imbedding R0 of the space l2(Zk
+, L2(Rn−k−1×R+))

into

l2(Zk, (L2(Rk
+, rdr)⊗ L2(Rn−k−1)⊗ L2(Rn−k−1)⊗ L2(R)⊗ L2(R+, ηλ))

which maps the sequence {cp(u′, ξ)}p∈Zk
+

to

{
π−

n−k−1
4 χZk

+
(p)χR+(ξ)

(
2k+2

cλ

(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

) 1
2

rp e−ξ(|r|2+v)− |v′|22 cp(u′, ξ)
}

p∈Zk
,

where the functions cp(u′, ξ) is extended by zero for ξ ∈ R\R+ for each u′ ∈ Rn−k−1

and each p ∈ Zk.
The adjoint operator R∗0 acts from

l2(Zk, L2(Rk
+, rdr)⊗ L2(Rn−k−1)⊗ L2(Rn−k−1)⊗ L2(R)⊗ L2(R+, ηλ))

onto l2(Zk
+, L2(Rn−k−1 × R+)) as follows

R∗0 : {dp(r, u′, v′, ξ, v)}p∈Zk 7−→
{

π−
n−k−1

4

(
2k+2

cλ

(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

) 1
2

·
∫

Rk
+×Rn−k−1×R+

rp e−ξ(|r|2+v)− |v′|22 dp(r, u′, v′, ξ, v) rdr dv′
cλvλ

4
dv

}

p∈Zk
+

.
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Then we have

R∗0R0 = I : l2(Zk
+, L2(Rn−k−1 × R+)) −→ l2(Zk

+, L2(Rn−k−1 × R+))
R0R

∗
0 = P3 ,

where P3 is the orthogonal projection of

l2(Zk, L2(Rk
+, rdr)⊗ L2(Rn−k−1)⊗ L2(Rn−k−1)⊗ L2(R)⊗ L2(R+, ηλ))

onto A3(D).
Thus finally we have

Theorem 8.2. The operator R = R∗0U maps L2(Dn, µ̃λ) onto l2(Zk
+, L2(Rn−k−1 ×

R+)), and the restriction

R|A2
λ(Dn) : A2

λ(Dn) −→ l2(Zk
+, L2(Rn−k−1 × R+))

is an isometric isomorphism.
The adjoint operator

R∗ = U∗R0 : l2(Zk
+, L2(Rn−k−1 × R+)) −→ A2

λ(Dn) ⊂ L2(Dn, µ̃λ)

is the isometric isomorphism of l2(Zk
+, L2(Rn−k−1 × R+)) onto the subspace

A2
λ(Dn) of L2(Dn, µ̃λ).

Furthermore

RR∗ = I : l2(Zk
+, L2(Rn−k−1 × R+)) −→ l2(Zk

+, L2(Rn−k−1 × R+)),

R∗R = BDn,λ : L2(Dn, µ̃λ) −→ A2
λ(Dn),

where BDn,λ is the Bergman projection of L2(Dn, µ̃λ) onto A2
λ(Dn).

9. Quasi-hyperbolic case

We represent D = Cn−1 × R × R+ in the form Cn−1 × Π, where Π is the upper
half-plane, and introduce in D the “non-isotropic” upper semi-sphere

Ω = {(z′, ζ) ∈ Cn−1 ×Π : |z′|2 + |ζ| = 1 }.
The points of Ω admit the natural parameterization

zk = sktk, where sk ∈ [0, 1), tk ∈ S1, k = 1, ..., n− 1,

ζ = ρeiθ, where ρ ∈ (0, 1], θ ∈ (0, π),

and
n−1∑

k=1

s2
k + ρ = 1,

which in turn induces the following representation of the points (z′, ζ) ∈ D =
Cn−1 ×Π

zk = r
1
2 sktk, k = 1, ..., n− 1, ζ = rρeiθ,

where r ∈ R+.
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We represent now D = τ(Bn−1) × Tn−1 × R+ × (0, π), where τ(Bn−1) =
{s = (s1, ..., sn−1) ∈ Rn−1

+ :
∑n−1

k=1 s2
k < 1} is the base (in the sense of a Rein-

hardt domain) of the unit ball Bn−1, and Tn−1 = S1 × ... × S1 is the n − 1
dimensional torus. Introduce the new coordinate system (s, t, r, θ) in D, where
s = (s1, ..., sn−1) ∈ τ(Bn−1), t = (t1, ..., tn−1) ∈ Tn−1, r ∈ R+, and θ ∈ (0, π),
which is connected with the old one (z′, ζ) by the formulas

sk =
|zk|√

|z′|2 + |ρ| , tk =
zk

|zk| , r = |z′|2 + |ρ|, θ = arg ζ, (9.1)

or

zk = r
1
2 sktk, ζ = r(1− |s|2)eiθ,

where k = 1, ..., n− 1.

We pass now the operators in equations (2.10) to the new coordinate system.
For a function f = f(s1, ..., sn−1, t1, ..., tn−1, r, θ), consider

∂

∂ζ
f =

cos θ + i sin θ

2

(
∂

∂|ζ| + i
1
|ζ|

∂

∂θ

)

· f
(

|z1|√
|z′|2 + |ρ| , ...,

|zn−1|√
|z′|2 + |ρ| , t1, ..., tn−1, r, θ

)

=
cos θ + i sin θ

2

(
∂f

∂r
− 1

2

n−1∑

l=1

∂f

∂sl

|zl|
(|z′|2 + |ζ|) 3

2
+ i

1
|ζ|

∂f

∂θ

)

=
cos θ + i sin θ

2

(
∂f

∂r
− 1

2

n−1∑

l=1

sl

r

∂f

∂sl
+ i

1
r(1− |s|2)

∂f

∂θ

)

=
cos θ + i sin θ

2r

(
r
∂f

∂r
− 1

2

n−1∑

l=1

sl
∂f

∂sl
+ i

1
1− |s|2

∂f

∂θ

)
.
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Further,

∂f

∂zk
− izk

∂f

∂u
=

tk
2

(
∂f

∂|zk| −
tk
|zk|

∂f

∂tk

)
− izk

(
cos θ

∂f

∂|ζ| −
sin θ

|ζ|
∂f

∂θ

)

=
tk
2

(
2|zk|∂f

∂r
− 1

2

n−1∑

l=1

∂f

∂sl

2|zl||zk|
(|z′|2 + |ζ|) 3

2
+

∂f

∂sk

1√
|z′|2 + |ζ| −

tk
|zk|

∂f

∂tk

)

− izk

[
cos θ

(
∂f

∂r
− 1

2

n−1∑

l=1

∂f

∂sl

|zl|
(|z′|2 + |ζ|) 3

2

)
− sin θ

|ζ|
∂f

∂θ

]

= tk|zk|
(

∂f

∂r
− 1

2

n−1∑

l=1

∂f

∂sl

|zl|
(|z′|2 + |ζ|) 3

2

)
+

tk

2
√
|z′|2 + |ζ|

∂f

∂sk
− t2k

2|zk|
∂f

∂tk

− itk|zk|
[
cos θ

(
∂f

∂r
− 1

2

n−1∑

l=1

∂f

∂sl

|zl|
(|z′|2 + |ζ|) 3

2

)
− sin θ

|ζ|
∂f

∂θ

]

= tkr
1
2 sk

(
∂f

∂r
− 1

2

n−1∑

l=1

sl

r

∂f

∂sl

)
+

tk

2r
1
2

∂f

∂sk
− t2k

2r
1
2 sk

∂f

∂tk

− itkr
1
2 sk

[
cos θ

(
∂f

∂r
− 1

2

n−1∑

l=1

sl

r

∂f

∂sl

)
− sin θ

r(1− |s|2)
∂f

∂θ

]

=
tk

r
1
2 sk

{
s2

k

(
r
∂f

∂r
− 1

2

n−1∑

l=1

sl
∂f

∂sl

)
+

sk

2
∂f

∂sk
− tk

2
∂f

∂tk

− is2
k

[
cos θ

(
r
∂f

∂r
− 1

2

n−1∑

l=1

sl
∂f

∂sl

)
− sin θ

1− |s|2
∂f

∂θ

]}
.

That is the equations (2.10) are equivalent to
(

r
∂

∂r
− 1

2

n−1∑

l=1

sl
∂

∂sl
+ i

1
1− |s|2

∂

∂θ

)
f = 0 (9.2)

{
s2

k

(
r
∂f

∂r
− 1

2

n−1∑

l=1

sl
∂f

∂sl

)
+

sk

2
∂f

∂sk
− tk

2
∂f

∂tk

−is2
k

[
cos θ

(
r
∂f

∂r
− 1

2

n−1∑

l=1

sl
∂f

∂sl

)
− sin θ

1− |s|2
∂f

∂θ

]}
f = 0,

where k = 1, ..., n− 1.
From the first of these equations we have

r
∂f

∂r
− 1

2

n−1∑

l=1

sl
∂f

∂sl
= −i

1
1− |s|2

∂f

∂θ
,
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substituting into the second we obtain

−i
s2

k

1− |s|2
∂f

∂θ
+

sk

2
∂f

∂sk
− tk

2
∂f

∂tk
− s2

k cos θ

1− |s|2
∂f

∂θ
+ i

s2
k sin θ

1− |s|2
∂f

∂θ
=

sk

2
∂f

∂sk
− tk

2
∂f

∂tk
+ i

s2
k

1− |s|2 (sin θ + i cos θ − 1)
∂f

∂θ
= 0.

From the last equation, for each k = 1, ..., n− 1, we have

sk

2
∂f

∂sk
=

tk
2

∂f

∂tk
− i

s2
k

1− |s|2 (sin θ + i cos θ − 1)
∂f

∂θ

Summing up these equations for k = 1, ..., n− 1 and substituting to (9.2), we have

r
∂f

∂r
− 1

2

n−1∑

l=1

tl
∂f

∂tl
+ i

[
1 +

|s|2
1− |s|2 (sin θ + i cos θ)

]
∂f

∂θ
= 0.

That is finally the equations (2.10) are equivalent to

r
∂f

∂r
− 1

2

n−1∑

l=1

tl
∂f

∂tl
+ i

[
1 +

|s|2
1− |s|2 (sin θ + i cos θ)

]
∂f

∂θ
= 0

sk
∂f

∂sk
− tk

∂f

∂tk
+ i

2s2
k

1− |s|2 (sin θ + i cos θ − 1)
∂f

∂θ
= 0,

where k = 1, ..., n− 1.
The direct calculation shows that under the change of variables (9.1) we have

dv(z′, ζ) = rn(1− |s|2)
n−1∏

k=1

skdsk

n−1∏

k=1

dtk
itk

drdθ,

and
ηλ =

cλ

4
rλ(1− |s|2)λ cλ

4
sinλ θ.

The intermediate result obtained we formulate in the following lemma.

Lemma 9.1. The space A0(D) = U0(A2
λ(Dn)) consists of all functions

f = f(s, t, r, θ) which satisfy the equations

r
∂f

∂r
− 1

2

n−1∑

l=1

tl
∂f

∂tl
+ i

[
1 +

|s|2
1− |s|2 (sin θ + i cos θ)

]
∂f

∂θ
= 0 (9.3)

sk
∂f

∂sk
− tk

∂f

∂tk
+ i

2s2
k

1− |s|2 (sin θ + i cos θ − 1)
∂f

∂θ
= 0, (9.4)

where k = 1, ..., n− 1, and belong to the space

L2(D, ηλ) = L2(τ(Bn−1), (1− |s|2)λ+1sds)⊗ L2(Tn−1)

⊗ L2(R+, rλ+ndr)⊗ L2((0, π),
cλ

4
sinλ θdθ).
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Introduce the unitary operator U1 = I⊗F(n−1)⊗M ⊗ I which acts from the
space

L2(τ(Bn−1), (1−|s|2)λ+1sds)⊗L2(Tn−1)⊗L2(R+, rλ+ndr)⊗L2((0, π),
cλ

4
sinλ θdθ)

onto the space

L2(τ(Bn−1), (1− |s|2)λ+1sds)⊗ l2(Zn−1)⊗ L2(R)⊗ L2((0, π),
cλ

4
sinλ θdθ)

= l2(Zn−1, L2(τ(Bn−1), (1− |s|2)λ+1sds)⊗ L2(R)⊗ L2((0, π),
cλ

4
sinλ θdθ)),

where the Mellin transform M : L2(R+, rλ+ndr) −→ L2(R) is given by

(Mψ)(ξ) =
1√
2π

∫

R+

r−iξ+ λ+n−1
2 ψ(r)dr,

and F(n−1) = F ⊗ ...⊗F is the (n−1)-dimensional discrete Fourier transform and
each F is given by (5.1).

We note that

(M−1ψ)(r) =
1√
2π

∫

R
r−iξ−λ+n+1

2 ψ(ξ)dξ,

and

M r
∂

∂r
M−1ψ = i

(
ξ + i

λ + n + 1
2

)
ψ,

Fktk
∂

∂tk
F−1

k dpk
= pkdpk

, pk ∈ Z.

Now the image A1(D) = U1(A0(D)) consists of all sequences d = {dp}p∈Zn−1 the
components

dp = dp(s, ξ, θ) ∈ L2(τ(Bn−1), (1− |s|2)λ+1sds)⊗ L2(R)⊗ L2((0, π),
cλ

4
sinλ θdθ)

of which satisfy the equations

U1

(
r

∂

∂r
− 1

2

n−1∑

l=1

tl
∂

∂tl
+ i

[
1 +

|s|2
1− |s|2 (sin θ + i cos θ)

]
∂

∂θ

)
U−1

1 dp

=
(

ξ + i
λ + n + 1

2

)
dp + i

|p|
2

dp +
[
1 +

|s|2
1− |s|2 (sin θ + i cos θ)

]
∂dp

∂θ

= 0, (9.5)

where |p| = p1 + ... + pn−1, and

U1

(
sk

∂

∂sk
− tk

∂

∂tk
+ i

2s2
k

1− |s|2 (sin θ + i cos θ − 1)
∂

∂θ

)
U−1

1 dp =

sk
∂dp

∂sk
− pkdp + i

2s2
k

1− |s|2 (sin θ + i cos θ − 1)
∂dp

∂θ
= 0, (9.6)

where k = 1, ..., n− 1, p = (p1, ..., pn−1) ∈ Zn−1.
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Equation (9.5) is easy to solve. Using [4], formula 2.558.4, we have

dp(s, ξ, θ) = d̃p(s, ξ) e
−2(ξ+i

λ+n+|p|+1
2 ) arctan

»„
1−i

|s|2
1−|s|2

«
tan θ

2 +
|s|2

1−|s|2

–

.

Introduce the following temporary notations

E = e
−2(ξ+i

λ+n+|p|+1
2 ) arctan

»„
1−i

|s|2
1−|s|2

«
tan θ

2 +
|s|2

1−|s|2

–

,

α =
|s|2

1− |s|2 .

Then dp = d̃p E. By (9.5) we have

∂dp

∂θ
= − ξ + iλ+n+|p|+1

2

1 + α(sin θ + i cos θ)
d̃p E.

Calculate

∂dp

∂sk
=

∂d̃p

∂sk
E + d̃p

∂E

∂sk

=
∂d̃p

∂sk
E − d̃p E 2

(
ξ + i

λ + n + |p|+ 1
2

)
1− i tan θ

2

1 +
[
(1− iα) tan θ

2 + α
]2

∂α

∂sk
,

where
∂α

∂sk
=

(1− |s|2)2sk + |s|22sk

(1− |s|2)2 = 2sk(1 + α)2.

Thus
∂dp

∂sk
= E

∂d̃p

∂sk
− E

(
ξ + i

λ + n + |p|+ 1
2

)
2sk(1 + α)2A d̃p,

where

A =
2(1− i tan θ

2 )

1 +
[
(1− iα) tan θ

2 + α
]2

=
2 cos2 θ

2 − 2i sin θ
2 cos θ

2

cos2 θ
2 + (1− 2iα− α2) sin2 θ

2 + 2α(1− iα) sin θ
2 cos θ

2 + α2 cos2 θ
2

=
1 + cos θ − i sin θ

1 + α2 cos θ + α(1− iα) sin θ − iα(1− cos θ)

=
1 + cos θ − i sin θ

(1− iα)[1 + α(sin θ + i cos θ)]
.

Thus finally

∂dp

∂sk
= E

∂d̃p

∂sk
− E

(
ξ + i

λ + n + |p|+ 1
2

)
2sk(1 + α)2(1 + cos θ − i sin θ)
(1− iα)[1 + α(sin θ + i cos θ)]

d̃p.
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Substituting the above in (9.6) and canceling out E, we have

sk
∂d̃p

∂sk
−

(
ξ + i

λ + n + |p|+ 1
2

)
2s2

k(1 + α)2(1 + cos θ − i sin θ)
(1− iα)[1 + α(sin θ + i cos θ)]

d̃p

− pkd̃p − i

(
ξ + i

λ + n + |p|+ 1
2

)
2s2

k(1 + α)(sin θ + i cos θ − 1)
1 + α(sin θ + i cos θ)

d̃p

= sk
∂d̃p

∂sk
− pkd̃p −

(
ξ + i

λ + n + |p|+ 1
2

)
2s2

k(1 + α)
(1− iα)[1 + α(sin θ + i cos θ)]

B d̃p

= 0,

where

B = (1 + α)(1 + cos θ − i sin θ) + (i + α)(sin θ + i cos θ − 1)
= (1− i)[1 + α(sin θ + i cos θ)].

That is we have

sk
∂d̃p

∂sk
− pkd̃p −

(
ξ + i

λ + n + |p|+ 1
2

)
2s2

k(1− i)(1 + α)
1− iα

d̃p = 0,

where
1 + α

1− iα
=

1

(1− |s|2)
(
1− i|s|2

1−|s|2
) =

1
1− (1 + i)|s|2 .

Thus finally the equation (9.6) is reduced to

sk
∂d̃p

∂sk
− pkd̃p −

(
ξ + i

λ + n + |p|+ 1
2

)
2(1− i)s2

k

1− (1 + i)|s|2 d̃p = 0, (9.7)

where k = 1, ..., n− 1, p = (p1, ..., pn−1) ∈ Zn−1.
The common general solution of (9.7) for k = 1, ..., n− 1 is given by

d̃p = c̃p(ξ) sp[1− (1 + i)|s|2]−λ+n+|p|+1
2 +iξ.

Thus the general solution of the equations (9.5) and (9.6) has the form

dp(s, ξ, θ) = c̃p(ξ) sp[1− (1 + i)|s|2]−λ+n+|p|+1
2 +iξ

· e
−2(ξ+i

λ+n+|p|+1
2 ) arctan

»„
1−i

|s|2
1−|s|2

«
tan θ

2 +
|s|2

1−|s|2

–

.

But, for each p ∈ Zn−1, the function dp has to be in L2(τ(Bn−1), (1−|s|2)λ+1sds)⊗
L2(R)⊗L2((0, π), cλ

4 sinλ θdθ). This implies first that dp ≡ 0 for all p ∈ Zn−1\Zn−1
+ .

Second, introduce

αp(ξ) =

(∫

τ(Bn−1)×(0,π)

s2p(1− |s|2)λ+1|1− (1− i)|s|2)|−(λ+n+|p|+1)+2iξ

· e
−4(ξ+i

λ+n+|p|+1
2 ) arctan

»„
1−i

|s|2
1−|s|2

«
tan θ

2 +
|s|2

1−|s|2)

–
cλ

4
sinλ θ sdsdθ

)− 1
2

. (9.8)
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Then, setting c̃p(ξ) = αp(ξ) cp(ξ) with cp ∈ L2(R), we have that for each p ∈ Zn−1
+

‖dp‖L2(τ(Bn−1),(1−|s|2)λ+1sds)⊗L2(R)⊗L2((0,π),
cλ
4 sinλ θdθ) = ‖cp‖L2(R).

Note that in terms of the scheme of Section 4 we have here
X = Zn−1 × R, L2(X, µ) = l2(Zn−1)⊗ L2(R),
X1 = Zn−1

+ × R, L2(X1, µ) = l2(Zn−1
+ )⊗ L2(R+),

Y = τ(Bn−1)× (0, π), L2(Y, η) = L2(τ(Bn−1), (1− |s|2)λ+1sds)
⊗ L2((0, π), cλ

4 sinλ θdθ),

the unitary operator U is defined as follows

U = U1U0 : L2(Dn, µ̃λ) −→
l2(Zn−1

+ , L2(τ(Bn−1), (1− |s|2)λ+1sds)⊗ L2(R)⊗ L2((0, π),
cλ

4
sinλ θdθ)),

and the function g0 (function-sequence in this case) has the form

g0(s, ξ, θ) = {g0(p, s, ξ, θ)}p∈Zn−1
+

,

where

g0(p, s, ξ, θ) = αp(ξ) sp[1− (1 + i)|s|2]−λ+n+|p|+1
2 +iξ

· e
−2(ξ+i

λ+n+|p|+1
2 ) arctan

»„
1−i

|s|2
1−|s|2

«
tan θ

2 +
|s|2

1−|s|2

–

,

here p ∈ Zn−1
+ and (s, ξ, θ) ∈ τ(Bn−1)× R× (0, π).

Summarizing the above we come to the following statement.

Lemma 9.2. The unitary operator U = U1U0 maps the Bergman space A2
λ(Dn)

onto the space A1(D) = g0 l2(Zn−1
+ , L2(R)) which is the closed subspace of

l2(Zn−1
+ , L2(τ(Bn−1), (1− |s|2)λ+1sds)⊗ L2(R)⊗ L2((0, π),

cλ

4
sinλ θdθ)

and consisits of all sequences {dp(s, ξ, θ)}p∈Zn−1
+

, where the functions

dp = dp(s, ξ, θ), p ∈ Zn−1
+ , have the form

dp = cp(ξ) αp(ξ) sp[1− (1 + i)|s|2]−λ+n+|p|+1
2 +iξ

· e
−2(ξ+i

λ+n+|p|+1
2 ) arctan

»„
1−i

|s|2
1−|s|2

«
tan θ

2 +
|s|2

1−|s|2

–

,

with cp ∈ L2(R) and αp given by (9).
Moreover

‖{dp}‖l2(Zn−1
+ , L2(τ(Bn−1),(1−|s|2)λ+1sds)⊗L2(R)⊗L2((0,π),

cλ
4 sinλ θdθ)) =

‖{cp}‖l2(Zn−1
+ , L2(R)).

Introduce the isometric imbedding R0 of the space l2(Zn−1
+ , L2(R)) into the

space

l2(Zn−1
+ , L2(τ(Bn−1), (1− |s|2)λ+1sds)⊗ L2(R)⊗ L2((0, π),

cλ

4
sinλ θdθ))
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by the rule

R0 : {cp(ξ)}p∈Zn−1
+

7−→ {cp(ξ)αp(ξ) βp(s, ξ, θ)}p∈Zn−1 ,

where the functions βp = βp(s, ξ, θ) are given by

βp = sp[1−(1+i)|s|2]−λ+n+|p|+1
2 +iξe

−2(ξ+i
λ+n+|p|+1

2 ) arctan

»„
1−i

|s|2
1−|s|2

«
tan θ

2 +
|s|2

1−|s|2

–

.
(9.9)

We note that

αp(ξ) =

(∫

τ(Bn−1)×(0,π)

|βp(s, ξ, θ)|2(1− |s|2)λ+1 cλ

4
sinλ θ sdsdθ

)− 1
2

.

The adjoint operator R∗0 which acts from

l2(Zn−1
+ , L2(τ(Bn−1), (1− |s|2)λ+1sds)⊗ L2(R)⊗ L2((0, π),

cλ

4
sinλ θdθ))

onto the space l2(Zn−1
+ , L2(R)) has obviously the form

R∗0 : {dp(s, ξ, θ)}p∈Zn−1 7−→{
αp(ξ)

∫

τ(Bn−1)×(0,π)

βp(s, ξ, θ) dp(s, ξ, θ) (1− |s|2)λ+1 cλ

4
sinλ θ sdsdθ

}

p∈Zn−1
+

.

Then we have

R∗0R0 = I : l2(Zn−1
+ , L2(R)) −→ l2(Zn−1

+ , L2(R)),
R0R

∗
0 = P1,

where P1 is the orthogonal projection of l2(Zn−1
+ , L2(τ(Bn−1), (1− |s|2)λ+1sds)⊗

L2(R)⊗ L2((0, π), cλ

4 sinλ θdθ)) onto A1(D).
Then finally we have

Theorem 9.3. The operator R = R∗0U maps L2(Dn, µ̃λ) onto l2(Zn−1
+ , L2(R)), and

the restriction
R|A2

λ(Dn) : A2
λ(Dn) −→ l2(Zn−1

+ , L2(R))

is an isometric isomorphism.
The adjoint operator

R∗ = U∗R0 : l2(Zn−1
+ , L2(R)) −→ A2

λ(Dn) ⊂ L2(Dn, µ̃λ)

is the isometric isomorphism of l2(Zn−1
+ , L2(R)) onto the subspace A2

λ(Dn) of
L2(Dn, µ̃λ).

Furthermore

RR∗ = I : l2(Zn−1
+ , L2(R)) −→ l2(Zn−1

+ , L2(R)),

R∗R = BDn,λ : L2(Dn, µ̃λ) −→ A2
λ(Dn),

where BDn,λ is the Bergman projection of L2(Dn, µ̃λ) onto A2
λ(Dn).
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10. Toeplitz operators with special symbols

In this section we show that in each case of the previous five sections there exists a
class of bounded measurable symbols a, such that the corresponding Toeplitz op-
erators Ta are unitary equivalent to certain multiplication operators γaI. In each
case the symbols are invariant with respect to the action of the corresponding com-
mutative subgroup of Section 3. The specific form of γa and the space in which this
multiplication operator acts depend essentially on the case under consideration.
This fact implies an important joint feature, in each case the C∗-algebra generated
by corresponding Toeplitz operators is commutative. Furthermore, being unitary
equivalent to a multiplication operator γaI such a Toeplitz operator thus admits a
spectral type representation, which gives an easy access to its important properties:
boundedness, compactness, spectral properties, invariant subspaces, etc.

10.1. Quasi-elliptic case

We will call a function a(z), z ∈ Dn, quasi-elliptic if it is separately radial, i.e.,
a(z) = a(r) = a(r1, ..., rn), or equivalently if a is invariant under the action of the
quasi-elliptic group. The following result has been proved in [10].

Theorem 10.1. Let a = a(r) be a bounded measurable quasi-elliptic function. Then
the Toeplitz operator Ta acting on A2

λ(Bn) is unitary equivalent to the multiplica-
tion operator γaI = R TaR∗ acting on l2(Zn

+), where R and R∗ are given by (5.3)
and (5.2) respectively. The sequence γa,λ = {γa,λ(p)}p∈Zn

+
is given by

γa,λ(p) =
2n Γ(n + |p|+ λ + 1)

p! Γ(λ + 1)

∫

τ(Bn)

a(r) r2p (1− r2)λ
n∏

k=1

rkdrk

=
Γ(n + |p|+ λ + 1)

p! Γ(λ + 1)

∫

∆(Bn)

a(
√

r) rp (1− (r1 + ... + rn))λ dr,

where p ∈ Zn
+, ∆(Bn) = {r = (r1, ..., rn) : r1+...+rn ∈ [0, 1), rk ≥ 0, k = 1, ..., n},

dr = dr1...drn, and
√

r = (
√

r1, ...,
√

rn).

10.2. Quasi-parabolic case

We will call a function a(z), z ∈ Dn, quasi-parabolic if a(z) = a(r, yn) =
a(r1, ..., rn−1, Im zn), i.e., a is invariant under the action of the quasi-parabolic
group.

Theorem 10.2. Let a = a(r, yn) be a bounded measurable quasi-parabolic function.
Then the Toeplitz operator Ta acting on A2

λ(Dn) is unitary equivalent to the multi-
plication operator γaI = R TaR∗ acting on l2(Zn−1

+ , L2(R+)), where R and R∗ are
given by (6.5) and (6.4) respectively. The sequence γa = {γa(p, ξ)}p∈Zn−1

+
, ξ ∈ R+,

is given by

γa(p, ξ) =
(2ξ)|p|+λ+n

p! Γ(λ + 1)

∫

Rn
+

a(
√

r, v + r1 + ... + rn−1) rp e−2ξ(v+r1+...+rn−1) vλ drdv,

(10.1)
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where
√

r = (
√

r1, ...,
√

rn−1).

Proof. The operator Ta is obviously unitary equivalent to the operator

R Ta R∗ = R BDn,λaBDn,λR∗ = R(R∗R)a(R∗R)R∗

= (RR∗)RaR∗(RR∗) = RaR∗

= R∗0U2U1U0 a(r, yn)U−1
0 U−1

1 U−1
2 R0

= R∗0U2U1 a(r, v + |r|2)U−1
1 U−1

2 R0

= R∗0 a(r, v + |r|2)R0

= T.

Now, for c = {cp(ξ)}p∈Zn−1
+

, we have

Tc = R∗0

{
a(r, v + |r|2)χR+(ξ)

(
2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

) 1
2

rp e−ξ(|r|2+v) cp(ξ)

}

p∈Zn−1

=

{
2n+1

cλ

(2ξ)|p|+λ+n

p! Γ(λ + 1)

∫

Rn
+

a(r, v + |r|2) r2p e−2ξ(|r|2+v)

· cp(ξ)
cλ

4
vλ rdrdv

}

p∈Zn−1
+

=

{
(2ξ)|p|+λ+n

p! Γ(λ + 1)

∫

Rn
+

a(
√

r, v + r1 + ... + rn−1) rp

· e−2ξ(v+r1+...+rn−1) cp(ξ) vλ drdv

}

p∈Zn−1
+

= {γa(p, ξ) · cp(ξ)}p∈Zn−1
+

,

with

γa(p, ξ) =
(2ξ)|p|+λ+n

p! Γ(λ + 1)

∫

Rn
+

a(
√

r, v + r1 + ... + rn−1) rp e−2ξ(v+r1+...+rn−1) vλ drdv,

where p ∈ Zn−1
+ , ξ ∈ R+, and

√
r = (

√
r1, ...,

√
rn−1). ¤

10.3. Nilpotent case

Recall that the nilpotent group Rn−1 × R acts on Dn as follows. For (b, h) ∈
Rn−1 × R,

τ(b,h) : (z′, zn) 7−→ (z′ + b, zn + h + 2iz′ · b + i|b|2).
We note that both quantities y′ = Im z′ and Im zn − |z′|2 are invariant under the
action of this group.

We will call a function a(z), z ∈ Dn, nilpotent if a(z) = a(y′, Im zn − |z′|2),
i.e., a is invariant under the action of the nilpotent group.
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Theorem 10.3. Let a = a(y′, Im zn−|z′|2) be a bounded measurable nilpotent func-
tion. Then the Toeplitz operator Ta acting on A2

λ(Dn) is unitary equivalent to the
multiplication operator γaI = R TaR∗ acting on L2(Rn−1 ×R+), where R and R∗

are given in Section 7. The function γa = γa(u′, ξ), where u′ ∈ Rn−1 and ξ ∈ R+,
is given by

γa(u′, ξ) =
(2ξ)λ+1

π
n−1

2 Γ(λ + 1)

∫

Rn−1×R+

a(
1

2
√

ξ
(−u′ + v′), v) e−2ξv−|v′|2 vλdv′dv.

(10.2)

Proof. The operator Ta is obviously unitary equivalent to the operator

R Ta R∗ = R BDn,λaBDn,λR∗ = R(R∗R)a(R∗R)R∗

= (RR∗)RaR∗(RR∗) = RaR∗

= R∗0U3U2U1U0 a(y′, Im zn − |z′|2)U−1
0 U−1

1 U−1
2 U−1

3 R0

= R∗0U3U2U1 a(y′, v) U−1
1 U−1

2 U−1
3 R0

= R∗0U3 a(y′, v)U−1
3 R0

= R∗0 a(
1

2
√

ξ
(−u′ + v′), v)R0

= T.

Now,

Tψ = R∗0

[
a(

1
2
√

ξ
(−u′ + v′), v)π−

n−1
4 e−ξv− |v′|22 χR+(ξ)

·
(

4(2ξ)λ+1

cλΓ(λ + 1)

) 1
2

ψ(u′, ξ)

]

= π−
n−1

2

∫

Rn−1×R+

e−2ξv−|v′|2 4(2ξ)λ+1

cλΓ(λ + 1)
a(

1
2
√

ξ
(−u′ + v′), v)

· ψ(u′, ξ)
cλ

4
vλdv′dv

= γa(u′, ξ) · ψ(u′, ξ),

with

γa(u′, ξ) =
(2ξ)λ+1

π
n−1

2 Γ(λ + 1)

∫

Rn−1×R+

a(
1

2
√

ξ
(−u′ + v′), v) e−2ξv−|v′|2 vλdv′dv,

where u′ = (u1, ..., un−1) ∈ Rn−1
+ and ξ ∈ R+. ¤

10.4. Quasi-nilpotent case

For an integer 1 ≤ k ≤ n− 2, we keep using the notation z = (z′, w′, zn) for points
of Dn, where z′ ∈ Ck and w′ ∈ Cn−k−1. Recall that the quasi-nilpotent group
Tk × Rn−k−1 × R acts on Dn as follows. For (t, a, h) ∈ Tk × Rn−k−1 × R,

τ(t,b,h) : (z′, w′, zn) 7−→ (tz′, w′ + b, zn + h + 2iw′ · b + i|b|2).
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We note that the quantities r, where r = (r1, ..., rk) with rl = |zl|, y′ = Im w′, and
Im zn − |w′|2 are invariant under the action of this group.

We will call a function a(z), z ∈ Dn, quasi-nilpotent if a(z) = a(r, y′, Im zn −
|w′|2), i.e., a is invariant under the action of the quasi-nilpotent group, correspond-
ing to the above parameter k.

Theorem 10.4. Let a = a(r, y′, Im zn − |w′|2) be a bounded measurable quasi-
nilpotent function. Then the Toeplitz operator Ta acting on A2

λ(Dn) is unitary
equivalent to the multiplication operator γaI = R TaR∗ acting on
l2(Zk

+, L2(Rn−k−1 × R+)), where R and R∗ are given in Section 8. The sequence
γa = {γa(p, u′, ξ)}p∈Zk

+
, (u′, ξ) ∈ Rn−k−1 × R+, is given by

γa(p, u′, ξ) = π−
n−k−1

2
(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

·
∫

Rk
+×Rn−k−1×R+

a(
√

r,
1

2
√

ξ
(−u′ + v′), v + r1 + ... + rk)

· rp e−2ξ(v+r1+...+rk)−|v′|2 vλ drdv′dv, (10.3)

where
√

r = (
√

r1, ...,
√

rk).

Proof. The operator Ta is obviously unitary equivalent to the operator

R Ta R∗ = R BDn,λaBDn,λR∗ = R(R∗R)a(R∗R)R∗

= (RR∗)RaR∗(RR∗) = RaR∗

= R∗0U3U2U1U0 aU−1
0 U−1

1 U−1
2 U−1

3 R0

= R∗0U3U2U1 a(r, y′, v + |r|2) U−1
1 U−1

2 U−1
3 R0

= R∗0U3 a(r, y′, v + |r|2)U−1
3 R0

= R∗0 a(r,
1

2
√

ξ
(−u′ + v′), v + |r|2)R0

= T.
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We have

T{cp(u′, ξ)}p∈Zk
+

= R∗0

{
a(r,

1
2
√

ξ
(−u′ + v′), v + |r|2)π−n−k−1

4 χZk
+
(p)χR+(ξ)

·
(

2k+2

cλ

(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

) 1
2

rp e−ξ(|r|2+v)− |v′|22 cp(u′, ξ)

}

p∈Zk

=

{
π−

n−k−1
2

2k+2

cλ

(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

·
∫

Rk
+×Rn−k−1×R+

a(r,
1

2
√

ξ
(−u′ + v′), v + |r|2)

· r2p e−2ξ(|r|2+v)−|v′|2 cp(u′, ξ) rdr dv′
cλ

4
vλ dv

}

p∈Zk
+

=

{
π−

n−k−1
2

(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

·
∫

Rk
+×Rn−k−1×R+

a(
√

r,
1

2
√

ξ
(−u′ + v′), v + r1 + ... + rk)

· rp e−2ξ(v+r1+...+rk)−|v′|2 cp(u′, ξ) vλ drdv′dv

}

p∈Zk
+

= {γa(p, u′, ξ) · cp(u′, ξ)}p∈Zk
+
,

with

γa(p, u′, ξ) = π−
n−k−1

2
(2ξ)|p|+λ+k+1

p! Γ(λ + 1)

·
∫

Rk
+×Rn−k−1×R+

a(
√

r,
1

2
√

ξ
(−u′ + v′), v + r1 + ... + rk)

· rp e−2ξ(v+r1+...+rk)−|v′|2 vλ drdv′dv

where p ∈ Zk
+, u′ ∈ Rn−k−1

+ , ξ ∈ R+, and
√

r = (
√

r1, ...,
√

rk). ¤

10.5. Quasi-hyperbolic case

Recall that the quasi-hyperbolic group Tn−1 × R+ acts on Dn as follows. For
(t, r) ∈ Tn−1 × R+,

τ(t,r) : (z′, zn) 7−→ (r
1
2 tz′, rzn).

We will call a function a(z), z ∈ Dn, quasi-hyperbolic if a is invariant under the
action of this group.

A convenient in our context way to describe such invariant functions is as
follows. Consider the group of non-isotropic dilations {δr}, r ∈ R+, acting on
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Rn−1
+ ×Π by the rule

δr : (q1, ..., qn−1, ζ) 7−→ (r
1
2 q1, ..., r

1
2 qn−1, rζ).

Then each function ã = ã(q1, ..., qn−1, ζ) with is non-isotropic homogeneous of
zero order on Rn−1

+ ×Π depends only on its values on the non-isotropic upper half
sphere

Ω+ = {(q1, ..., qn−1, ζ) ∈ Rn−1
+ ×Π :

n−1∑

k=1

q2
k + |ζ| = 1 },

and thus, passing to the polar coordinates in the upper half-plane Π, is a function
of the form

ã = ã(q1, ..., qn−1, ρ, θ) = ã

(
q1√
|q|2 + ρ

, ...,
qn−1√
|q|2 + ρ

,
ρ

|q|2 + ρ
, θ

)
,

where |q|2 =
∑n−1

k=1 q2
k, ρ = |ζ|, and θ = arg ζ.

Further, we parameterize the points of Ω+ by points s = (s1, ..., sn−1, θ) of
τ(Bn−1)× (0, π) as follows

qk√
|q|2 + ρ

= sk, k = 1, ..., n− 1,
ρ

|q|2 + ρ
= 1− |s|2, and θ = θ.

Thus each function on Ω+ is of the form a(s, θ), where s = (s1, ..., sn−1) ∈ τ(Bn−1)
and θ ∈ (0, π).

Now each quasi-hyperbolic function, defined in Dn, can be uniquely repre-
sented in the form

a = a

(
|z1|√

|z′|2 + |zn − i|z′|2| , ...,
|zn−1|√

|z′|2 + |zn − i|z′|2| , arg(zn − i|z′|2)
)

, (10.4)

where a is a function, defined in τ(Bn−1)× (0, π), and this correspondence is one
to one.

Theorem 10.5. Let a be a bounded measurable quasi-hyperbolic function of the form
(10.4). Then the Toeplitz operator Ta acting on A2

λ(Dn) is unitary equivalent to
the multiplication operator γaI = R TaR∗ acting on l2(Zn−1

+ , L2(R)), where R and
R∗ are given in Section 9. The sequence γa = {γa(p, ξ)}p∈Zn−1

+
, ξ ∈ R, is given by

γa(p, ξ) = α2
p(ξ)

∫

τ(Bn−1)×(0,π)

a(s, θ) |βp(s, ξ, θ)|2 (1− |s|2)λ+1 cλ

4
sinλ θ sdsdθ,

(10.5)
where the functions αp(ξ) and βp(s, ξ, θ) are given by (9) and (9.9), respectively.
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Proof. The operator Ta is obviously unitary equivalent to the operator

R Ta R∗ = R BDn,λaBDn,λR∗ = R(R∗R)a(R∗R)R∗

= (RR∗)RaR∗(RR∗) = RaR∗

= R∗0U1U0 aU−1
0 U−1

1 R0

= R∗0U1 a(s, θ) U−1
1 R0

= R∗0 a(s, θ)R0

= T.

Now,

T{cp(ξ)} = R∗0 {a(s, θ)) αp(ξ)βp(s, ξ, θ) cp(ξ)}p∈Zn−1
+

=

{
α2

p(ξ)
∫

τ(Bn−1)×(0,π)

a(s, θ) |βp(s, ξ, θ)|2 cp(ξ) (1− |s|2)λ+1

· cλ

4
sinλ θ sdsdθ

}
p∈Zn−1

+

= {γa(p, ξ) · cp(ξ)}p∈Zn−1
+

,

with

γa(p, ξ) = α2
p(ξ)

∫

τ(Bn−1)×(0,π)

a(s, θ) |βp(s, ξ, θ)|2 (1− |s|2)λ+1 cλ

4
sinλ θ sdsdθ,

where p = (p1, ..., pn−1) ∈ Zn−1
+ , ξ ∈ R, and the functions αp(ξ) and βp(s, ξ, θ) are

given by (9) and (9.9), respectively. ¤
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