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Abstract. In this paper the problem of determination of the no arbitrage
price of double barrier options in the case of stock prices is modelled on Lévy
processes is considered. Under the assumption of existence of the Equivalent
Martingale Measure this problem is reduced to the convolution equation on a
finite interval with symbol generated by the characteristic function of the Lévy
process. We work out a theory of unique solvability of the getting equation
and stability of the solution under relatively small perturbations.
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1. Introduction

The problem of the determination of the price of a double barrier option in case
when the stock price is modelled by geometric Brownian motion (classical hy-
pothesis) is considered in [1]–[8]. The articles [4]–[8] are devoted to an approach
connected with a solution of the Black-Scholes (partial) differential equation on a
strip of finite width. But it should be noted that for many cases geometric Brown-
ian motion is not an adequate model for stock price. Therefore in recent years many
investigators have used Lévy processes as models for logarithmic stock price. In
this way European options ([9]–[19]), perpetual American options ([15], [20]–[21])
and barrier options ([15], [22], [23]) were considered.

In this paper we consider double barrier options under Lévy processes. Follow-
ing the monograph [15] we use the generalized Black-Scholes equation approach.
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That is we reduce the original option problem to a partial pseudodifferential equa-
tion of the type

∂u(x, t)
∂t

− Lxu(x, t) = 0 (1)

where the pseudodifferential, more exactly, convolution operator Lx (acting on
the variable x) is generated by the characteristic exponent of the Lévy process
Xt := lnSt (here St is stock price). In the case of a double barrier the equation
(1) is considered in the region

E = (x1, x2)× (−∞, T )

(where T is expiry date) and can be reduced (with the help of the Laplace trans-
form in the variable τ = T − t) to a convolution equation on an interval (x1, x2).
We apply the Matrix Riemann Boundary Value Problem method worked out in
the papers [24]–[27] for the investigation of the convolution equation. In this way
we prove unique solvability of the problem and stability of the solution under
relatively small perturbations.

2. Auxillary material

In this section we introduce necessary definitions and formulate some well known
results (see [15], [28], [29]) There are many kinds of double barrier option problems.
We consider (in some sense) the basic problem which can be called Up-Down-And-
Out barrier option. Other double barrier option problems can be reduced to this
problem and (or) to single barrier problems.

Let St be stock price at the instant of time t, and ϕ : (0,∞) → [0,∞) be a
measurable function.

Definition 2.1. An Up-Down-And-Out barrier option is an agreement between two
persons (Writer and Holder) at time instant t according to which Writer is obliged
to pay to Holder the amount ϕ(ST ) at the future instant of time T (expiry date)
if and only if during the option life (between t and T ), St is always within the
interval (S1, S2) (here 0 < S1 < S2 are some levels, i.e., barriers, of the stock
price).

Note that if there exists some instant of time t1,2 ≤ T such that St1 ≥ S2 or
St2 ≤ S1 then the option expires worthless.

Consider a market model which consists of a bond with a constant riskless
rate of return r > 0, and of a stock with price St = exp{Xt} where Xt is a Lévy
process.

Let (Ω,F ,P) be a probability space where Ω is the space of elementary events
and F is a σ-algebra of subsets of Ω.

Definition 2.2 ([28]–[29]). An F-adapted process Xt is called a Lévy process if the
following conditions hold:

1. X0 = 0 a.e.
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2. Xt has stationary increment, that is, for arbitrary t > s > 0 the distribution
of (Xt −Xs) coincides with the distribution of Xt−s.

3. Xt has independent increments, that is, for arbitrary 0 ≤ t1 < t2 < . . . < tn,
the random variables

Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1

are independent.
4. For each w ∈ Ω the function Xt = Xt(w) is right-continuous on (0,∞) and

there exists a left limit at all t ≥ 0.
5. Xt is stochastically continuous, that is for every t > 0 and ε > 0

lim
s→t

P[|Xt −Xs| > ε] = 0.

If Xt is a Lévy process, then according to the Lévy-Khintchine formula ([28]–
[29])

EP[eiξXt ] = e−tψ
P(ξ), ξ ∈ R, (1)

where the function ψP(ξ) has the representation

ψP(ξ) =
1
2
σ2ξ2 − iµξ −

∫ ∞

−∞
(eiuξ − 1− iξuI(−1,1)(u))Π(du) (2)

with σ ≥ 0, µ ∈ R, and Π is a measure on R satisfying the condition∣∣∣∣∫ ∞

−∞

u2

1 + u2
Π(du)

∣∣∣∣ <∞, (3)

I(−1,1)(u) =
{

1, |u| < 1;
0, |u| ≥ 1.

The expectation of exponent EP[eiξXt ] is called the characteristic function, the
function ψP(ξ) is called the characteristic exponent of Xt (under the probability
measure P), the triplet (a, γ,Π) is called the generating triplet of Xt.

We will consider an arbitrage free market (see,for example, [30]). From results
of [31] it follows that no-arbitrage pricing of options is possible if there exists an
Equivalent Martingale Measure (EMM) Q.

Let (Ω, F, Ft, P ) be a probability space with right continuous filtration Ft(⊂
F ).

Let Pt, Qt be restriction measures P
∣∣∣
Ft

and Q
∣∣∣
Ft

respectively. Let Zt = dQt

dPt

be the density of Qt with respect to Pt. If 0 < Zt <∞ a.e. then the measures P
and Q are called locally equivalent.

Definition 2.3. A measure Q locally equivalent with respect to the measure P is
called an Equivalent Martingale Measure (EMM) if the process S∗t = e−rtSt is a
Q-martingale (more exactly: is a (Ω,Ft,Q)-martingale).

The process S∗t is called the discounted stock price.
Let V (St, t) be the option price for time t ≤ T , and let V ∗(St, t) := e−rtV (St, t)

be discounted option price. Under the measure Q all discounted price processes
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(such that the prices are Q-integrable) are assumed to be martingales. By virtue
of this assumption prices of certain securities whose price at some future date T
are given random walk can be expressed by the help of conditional expectation.
We write the conditional expectation formula for our case.

Let x1,2 = lnS1,2 and let η := η(w) be the hitting time of the set R \ (x1, x2)

η(w) := inf{t ≥ 0|Xt(w) ∈ R \ (x1, x2)}.

Then for the Up-Down-And-Out barrier option at expiry date t = T we have

V (eXT , T ) = ϕ(eXT )I{η>T}

where IA is the characteristic function of the set A ⊂ Ω. Denote U(Xt, t) :=
V (eXt , t) and g(XT ) = ϕ(eXT ). Then we have

e−rtU(x, t) = EQ

[
e−rT g(XT )I{η>T}

∣∣∣∣∣
Ft

]
(4)

where the right-hand side is the conditional expectation under the measure Q with
respect to the σ-algebra Ft with Xt = x.

Thus the existence of EMM is an important question in option theory. If Xt

is neither Brownian motion nor a Poisson process then typically that EMM is not
unique. Moreover there often exist infinitely many different EMMs. We formulate
in this connection the main result of the article [32].

Suppose that Xt is a Lévy process with characteristic triplet (0, µ,Π) (for a
similar result for processes with triplet (σ, µ,Π) for σ > 0 see [9]).

Let µr denote the class of measures Q locally equivalent to P under which
e−rtSt is a martingale and Xt is a Lévy process under the measure Q.

Let Yµ,r(Π(dx)) denote the class of function y : R → (0,+∞) such that∫ ∞

−∞
(
√
y(x)− 1)2Π(dx) +

∫
{x>1}

(ex − 1)y(x)Π(dx) <∞

and

µ− r +
∫ ∞

−∞
((ex − 1)y(x)− xI[−1,1](x))Π(dx) = 0.

Theorem 2.1 ([32]). a) If Yµ,r(Π(dx)) = ∅, then µr = ∅.
b) If Yµ,r(Π(dx)) 6= ∅, then µr is non-empty and for each y ∈ Yµ,r(Π(dx)) there

is a measure Q ∈ µr under which Xt is again a Lévy process with generating
triplet (0, µ′,Π′), where

µ′ = µ+
∫ 1

−1

x(y(x)− 1)Π(dx)

and

Π′(A) =
∫
A

y(x)Π(dx).
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Conversely, if Q ∈ µr is the measure under which Xt is a Lévy process, then
its generating triplet is (0, µ′,Π′) where µ′ and Π′ are given by the above
expressions with some y ∈ Yµ,r.

c) Let y and Q be as in b). Then the characteristic exponents of Xt under P
and Q are related by

ψQ(ξ) = ψP(ξ) +
∫ ∞

−∞
(1− eixξ)(y(x)− 1)Π(dx).

Thus in the case of Lévy processes typically an EMM exists and is not unique.
Thus there exists the problem of the choice of EMM. This problem is not trivial.
For a discussion about such choice, see [15] (pp. 97-98).

From now on assume that an EMM Q is chosen and that Xt is a Lévy process
under the measure Q.

Definition 2.4 We will say that the Lévy process Xt satisfies the (ACP)-
condition (see [15] p. 59) if the function

(Urf)(x) := EQ[
∫ ∞

0

e−rtf(Xt)dt|X0 = x]

is continuous for every f ∈ L∞(R).
Some sufficient conditions for (ACP)-condition are given (for example) in [15]

(Theorem 2.11 and Lemma 2.4).
We will consider everywhere below Lévy processes that satisfy the (ACP)-

condition.
Let g ∈ L∞(x1, x2), the set of all essentially bounded functions on (x1, x2)

and let the process Xt satisfy the (ACP)-condition. Then according to Theorem
2.13 of [15] the function U(x, t) defined by (4) is a bounded solution of the following
partial pseudodifferential problem:

∂U(x, t)
∂t

− (r − LQ
x )U(x, t) = 0, x ∈ (x1, x2), t < T, (5)

U(x, T ) = g(x), x ∈ (x1, x2), (6)
U(x, t) = 0, x ∈ R\(x1, x2), t < T. (7)

Here the pseudodifferential operator LQ
x (acting on the variable x) is given by the

formula

(LQ
x f)(x) = (F−1(−ψQ(·))Ff)(x), (8)

where ψQ(ξ) is the characteristic exponent of the Lévy process Xt under the EMM
Q and the Fourier transform is given (for f ∈ L1(R)) as follows,

(Ff)(ξ) =
∫ ∞

−∞
e−iξxf(x)dx. (9)
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Without loss of generality suppose that x1 = 0 and x2 = a > 0. Making the
change of variable τ = T − t, u(x, τ) = U(x, t) we obtain the following problem,

∂u(x, τ)
∂τ

+ (r − LQ
x )u(x, τ) = 0, (x, τ) ∈ (0, a)× (0,∞), (10)

u(x, 0) = g(x), x ∈ (0, a), (11)
u(x, τ) = 0, x ∈ R\(0, a), τ ∈ (0,∞). (12)

Equation (2.10) is understood in the sense of generalized functions:

(u, (− ∂

∂τ
+ r − L̃Q

x )w) = 0 (13)

for all w ∈ S(R×R) such that supp w ⊆ (0, a)× (0,∞), where
S(R × R) is the space of infinitely differentiable functions vanishing at infinity
faster any negative power of (x2 + t2)1/2 together with all derivatives. Here u ∈
S′(R × R) the set of all continuous linear functionals (distibutions) on S(R × R)
and L̃Q

x := F−1(−ψQ(−ξ))F . (For details see [15]).

3. Convolution equation and classes of symbols

Introduce the Laplace transform (LT) by variable τ and denote

v(x,w) := (Lu)(x,w) =
∫ ∞

0

e−wτu(x, τ)dτ. (1)

Applying integration by parts we obtain(
L∂u
∂t

)
(x,w) = u(x, τ)e−wτ

∣∣∣∞
0

+ w

∫ ∞

0

e−wτu(x, τ)dτ

= −u(x, 0) + wv(x,w) = −g(x) + wv(x,w).

Thus we pass from problem (2.10)–(2.12) to the following problem

(−LQ
x + r + w)v(x,w) = g(x), x ∈ (0, a), (2)

v(x,w) = 0 x ∈ R\(0, a). (3)

We interpret the problem (2)–(3.3) as an operator equation considered in some
Hs-spaces.

We introduce the corresponding notation. For s ∈ R denote by Hs(R) the
space of distributions f(∈ S′(R)) with finite norm defined by

‖f‖2Hs =
∫

R
|(Ff)(ξ)|2(1 + |ξ|2)sdξ.

Let U be an open subset of R. Then denote by Hs(U) the subspace of Hs(R)
consisting of distributions with supp f ∈ U .

Introduce the set C∞0 (U) of all functions f having all derivatives, with supp f ∈
U . It is well known that the closure C∞0 (U) by norm of Hs(R) coincides with
Hs(U). Suppose that v(·, w) ∈ Hs1(0, a) and g ∈ Hs2(0, a). For such a function
v(·, w) the condition (3.3) holds automatically.
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Thus we can rewrite the problem (2)–(3.3) as the following equation,

P(0,a)(F−1(ψQ(ξ) + r + w)F)v(x,w) = g(x) (4)

where P(0,a) is the operator of restriction to the interval (0, a), v(·, w) ∈ Hs1(0, a)
and g ∈ Hs2(0, a). It should be noted that (3.4) is the convolution equation on
the finite interval (0, a) with the symbol a(ξ, w) := ψQ(ξ) + r + w. This equation
is understood in the sense of generalized functions analogously to (2.13).

Now we consider in more detail the properties of the function ψQ(ξ). Since
Xt is a Lévy process under the measure Q then according to Lévy-Khintchine
formula (2) we have

ψQ(ξ) =
1
2
σ2ξ2 − iµξ + ϕ(ξ) (5)

where σ ≥ 0, µ ∈ R, and

ϕ(ξ) = −
∫ ∞

−∞
(eiuξ − 1− iξuI(−1,1)(u))ΠQ(du) (6)

with the measure ΠQ satisfying the condition∣∣∣∣∫ ∞

−∞

u2

1 + u2
ΠQ(du)

∣∣∣∣ <∞. (7)

Lemma 3.1. (See [15] for example) For arbitrary ξ ∈ R, ReψQ(ξ) ≥ 0.

Proof. Since Q is a probability measure and |eiξXt | = 1 for ξ ∈ R, we have
from (2) that

|EQ[eiX1 ]| = |e−ψ
Q(ξ)| ≤ 1.

That is,

e−ReψQ(ξ) ≤ 1

and ReψQ(ξ) ≥ 0.

Lemma 3.2. The characteristic function ψQ(ξ) is continuous for arbitrary ξ ∈ R,
and the function ϕ(ξ) has at infinity the following asymptotic property:

lim
ξ→∞

ϕ(ξ)
ξ2

= 0. (8)

Proof. It is easy to see that the continuity of ψQ(ξ) follows from the repre-
sentation (5)–(7).

Let |ξ| be large. Then we have

|eiuξ − 1− iξu| ≤
{

const ·|ξu|2, if |u| ≤ |ξ|−1,
const ·|ξu|, if |ξ|−1 ≤ |u| ≤ 1.
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Then the following inequalities hold,

|ϕ(ξ)| ≤
∫
|u|≥1

|eiuξ − 1|ΠQ(du) + const |ξ|
∫
|ξ|−1/2<u<1

|u|ΠQ(du)

+ const ·ξ2
∫
|u|≤|ξ|−1/2

u2ΠQ(du)

≤ 2
∫
|u|≥1

ΠQ(du) + const ·|ξ|3/2
∫
|ξ|−1/2<|u|<1

u2ΠQ(du)

+ const ·ξ2
∫
|u|≤|ξ|−1/2

u2ΠQ(du).

According to (7), if |ξ| → ∞ then∫
|u|≥1

ΠQ(du) is bounded,∫
|ξ|−1/2<u<1

u2ΠQ(du) is bounded, and∫
|u|<|ξ|−1/2

u2ΠQ(du) tends to zero.

Thus we obtain (8).

We use the following restrictions on the function ψQ(ξ) which naturally follow
from Lemmas 3.1 and 3.2. Namely, the function ψQ(ξ) must have the form (5)

ψQ(ξ) =
1
2
σ2ξ2 − iµξ + ϕ(ξ) (9)

where σ ≥ 0, µ ∈ R, and ϕ(ξ) is a continuous function of ξ ∈ R and there exists
a number ν ∈ (0, 2) such that the function ϕ(ξ) has the following behavior at
infinity,

ϕ(ξ) ∼ |ξ|ν . (10)

(The notation θ(ξ) ∼ η(ξ) means that the quotients
|θ(ξ)|
|η(ξ)|

and
|η(ξ)|
|θ(ξ)|

are bounded

by some constant for all |ξ| large enough).
Thus we have the following cases of asymptotic behavior of the function

ψQ(ξ) at infinity,

σ > 0, ψQ(ξ) ∼ σ2ξ2

2
, (11)

σ = 0, 1 ≤ ν < 2, ψQ(ξ) ∼ |ξ|ν , (12)

σ = 0, µ = 0, 0 < ν ≤ 1, ψQ(ξ) ∼ |ξ|ν , (13)

σ = 0, µ 6= 0, 0 < ν < 1, ψQ(ξ) ∼ ξ. (14)

This work is devoted to the cases (12)–(13). The cases (11), (14) and some others
will be considered elsewhere.
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Now we consider some examples of function ψQ(ξ) (we take the examples
3.1–3.5 from the book [15, chapter 3]).

Example 3.1 (Kobol Family). For Lévy processes from this family the characteristic
exponent ψ(ξ) can have the following forms,

i)

ψ(ξ) = −iµξ + c+Γ(−ν)[λν− − (λ− − iξ)ν ]
+c−Γ(−ν)[λν+ − (λ+ + iξ)ν ] (15)

where ν ∈ (0, 1) ∪ (1, 2), µ ∈ R, c± > 0, λ± > 0, and Γ(u) is the Euler
Gamma-function;

ii)

ψ(ξ) = −iµξ + c+[ln(λ− − iξ)− lnλ−]
+c−[ln(λ+ + iξ)− lnλ+] (16)

where µ ∈ R, c± > 0, λ± > 0;
iii)

ψ(ξ) = −iµξ + c+[λ− ln(λ−)− (λ− − iξ) ln(λ− − iξ)]
+c−[λ+ ln(λ+)− (λ+ + iξ) ln(λ+ + iξ)] (17)

where µ ∈ R, c± > 0, λ± > 0.

Example i) corresponds to cases (12)–(14). The cases ii) and iii) have the
following (non-power) behavior at infinity,

ψ(ξ) + µξ ∼ ln ξ (18)

and
ψ(ξ) ∼ ξ ln ξ. (19)

Example 3.2 (Normal Tempered Stable Lévy Processes). In this case the charac-
teristic exponent is

ψ(ξ) = −iµξ + δ[(α2 − (β + iξ)2)ν/2 − (α2 − β2)ν/2] (20)

where ν ∈ (0, 2), µ ∈ R, δ > 0, β ∈ R, α > |β| (see (3.13)–(14)).

Example 3.3 (Normal Inverse Gaussian Processes). If we put in (20) ν = 1 we
obtain the characteristic exponent of a normal inverse Gaussian Process

ψ(ξ) = −iµξ + δ[(α2 − (β + iξ)2)1/2 − (α2 − β2)1/2] (21)

(see (3.13)–(3.14)).

Example 3.4 (Variance Gamma Processes). The characteristic exponent for this
case is

ψ(ξ) = −iµξ + c[ln(α2 − (β + iξ)2)− ln(α2 − β2)] (22)

where c > 0, β ∈ R, α > |β| > 0 (see (18)).
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Example 3.5 (Generalized Hyperbolic Processes). For this case the characteristic
function is

exp(ψ(ξ)) = eiµξ
(

α2 − β2

α2 − (β + iξ)2

)λ/2
Kλ(δ

√
α2 − (β + iξ)2)

Kλ(δ
√
α2 − β2)

(23)

where µ ∈ R, β ∈ R, α > |β| > 0, δ > 0, λ ∈ R, and Kλ(u) is the modified Bessel
function of the third kind with index λ. An integral representation of Kλ(u) is
given by

Kλ(u) =
1
2

∫ ∞

0

yλ−1 exp[−0.5u(y + y−1)]dy.

Example 3.6 (Poisson Processes). For a Poisson processes we have the following
characteristic exponent (see, for example, [28])

ψ(ξ) = c(1− eiξ). (24)

It is easy to see that the Poisson process of the kind (3.24) has characteristic triplet
(0, c, cΠ1) where Π1 is a discrete measure which is concentrated in the one point
u0 = 1 with weight equal to 1.

Let Πd be discrete measure which is concentrated in the points {µ1, µ2, . . . , µn}
with weights {d1, d2, . . . , dn} respectively. Suppose that the Lévy process Xt has
the characteristic triplet (σ, µ,Πd). According to formula (2) the characteristic
exponent of Xt has the following form,

ψ(ξ) =
1
2
σ2ξ2 − i

µ− ∑
|uj |<1

djuj

 ξ −
n∑
j=1

(eiujξ − 1)dj . (25)

It should be noted that (ACP)-condition does not hold in this case. In spite
of that we can use the system (2.5)-(2.7) for a finding of option price (see remark
2.1 d) of [15], p. 64).

Example 3.7 (Rational Characteristic Exponent). Let the measure Πr1 be given
by the following formula,

Πr1(dx) = λ+c+e
λ+xχ(−∞,0)(x)dx+ λ−c−e

−λ−xχ(0,∞)dx (26)

where c± > 0, λ± > 0, and χ(−∞,0)(x), χ(0,∞)(x) are characteristic functions of
the semi-axes.

Consider the Lévy process Xt with the triplet (σ, µ,Πr1). The characteristic
exponent in this case is

ψr1(ξ) =
σ2

2
ξ2 − iγ′ξ +

ic+ξ

λ+ + iξ
− ic−ξ

λ− − iξ
(27)
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where

γ′ = γ −
(
c+λ+

∫ 0

−1

ueλ+udu+ c−λ−

∫ 1

0

ue−λ−udu

)
= γ − c+

(1 + λ+)e−λ+ − 1
λ+

+ c−
(1 + λ−)e−λ− − 1

λ−
.

It should be noted that replacement of the factors e±λ±x by factors of the

form
m∑
j=1

d±j e
±λj,±x in (26) provides more general rational characteristic exponent.

4. Reducing to Modified Wiener-Hopf Equation. Necessary
Information from Toeplitz Operator theory

4.1.

Modified Wiener Hopf Equation

Our basic equation (3.4) is defined on the interval (0, a). Extend it to the
whole real axis R, that is, rewrite this equation in the form

v0(x,w) + F−1(ψQ(ξ) + r + w)Fv(x,w) = g(x) (1)

where v0(x,w) ∈ Hs2((a,∞) ∪ (−∞, 0)).
If s2 ∈ (−1/2, 1/2), then (see [38], [40])

Hs2((a,∞) ∪ (−∞, 0)) = Hs2(a,∞)⊕Hs2(−∞, 0) (2)

Thus in this case equation (4.1) is

v1(x,w) + F−1(ψQ(ξ) + r + w)Fv(x,w) + v2(x,w) = g(x) (3)

where

g(x) ∈ Hs2(0, a) (4)
v1(x,w) ∈ Hs2(a,∞) (5)
v2(x,w) ∈ Hs2(−∞, 0) (6)

If s2 /∈ (−1/2, 1/2), the decomposition (4.2) does not hold. However, in this case
we suppose that case v0 = v1 + v2 where v1, v2 satisfy (4.5), (4.6) like we have
in the good case. This additional requirement holds if the function g(x) is good
enough, for example (as we will see below) when g(x) satisfies (4.4)

Apply the Fourier transform to equation (3). Denote

Φ−a (ξ, w) := (Fv)(ξ, w) (∈ L2(R, s1); (7)

e−iaξΦ−(ξ, w) := (Fv1)(ξ, w) (∈ L2(R, s2); (8)
Φ+(ξ, w) := (Fv2)(ξ, w) (∈ L2(R, s2)); (9)
ĝ(ξ) = (Fg)(ξ) (∈ L2(R, s2); (10)
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where L2(R, s) is Hilbert space with the norm

‖Φ‖Ls
2

=
∫ ∞

−∞
|Φ(ξ)|2(1 + ξ2)sdξ.

(Note that the “+” sign in the notation Φ+(ξ, w) means that this function is
analytic in the upper half-plane. Analogously the “-” sign in Φ−a (ξ, w) and Φ−(ξ, w)
means that these functions are analytic in the lower half-plane.)

Thus we obtain the following boundary value problem

e−iaξΦ−(ξ, w) + a(ξ, w)Φ−a (ξ, w) + Φ+(ξ, w) = ĝ(ξ). (11)

This problem is called ([39]) the modified Wiener-Hopf equation and its solution
is a triple (Φ−,Φ−a ,Φ

+) of unknown functions. We emphasize that these unknown
functions are not arbitrary functions from L2(R, s1,2). Namely Φ−a (ξ, w) is the
Fourier Transform of a function with support belonging to (0, a), and Φ∓(ξ, w)
are Fourier Transforms of functions with support in the semi-axes (0,∞) and
(−∞, 0) respectively. The classes where the solution of (10) are looked for will be
introduced in the Section 5.

4.2.

Toeplitz Operators
We need some results from Toeplitz operator theory. Introduce the so-called

analytic projectors

P+ := F−1χ(0,∞)F and P− := F−1χ(−∞,0)F .

The projectors P± are bounded linear operators in the spaces L2(R, s) for s ∈
(−1/2, 1/2) ([40], [41]).

Denote
L±2 (R, s) = P±(L2(R, s)).

It is easy to see (see also [40], [41]) that

P±2 = P±, P+P− = P−P+ = 0, P+ + P− = I

where 0 and I are the zero and identity operators.
Let further L∞(R) be the space of all measurable essentially bounded func-

tions on the real axis R with the norm

‖a‖L∞(R) = ess sup
x∈R

|a(x)| <∞.

The operator
T (a) := P+aP+ : L+

2 (R, s) → L+
2 (R, s)

is called a Toeplitz operator with symbol a(x). If a ∈ L∞(R) then T (a) is a
bounded operator on L+

2 (R, s) (for s ∈ (−1/2, 1/2)) and the conjugate operator
T ∗(a) = T (a) also is bounded on the same spaces.

Definition 4.1. The operator A acting on Hilbert space is called normally solvable
if the subspace imA is closed, i.e., imA = imA.



Double Barrier Options Under Lévy Processes 13

We will use the following well-known fact from functional analysis.

Lemma 4.1. If the operator A is normally solvable, then the Hilbert space H may
be represented as the following direct sum,

imA⊕ kerA∗ = H.

Definition 4.2. An operator A acting in Hilbert space H is called left-(right)- in-
vertible if there exists an operator A−1

l (A−1
r ) bounded on H such that A−1

l A = I
(AA−1

r = I). A is called an invertible operator if there exists an operator A−1

bounded on H such that AA−1 = A−1A = I.

It should be noted that a one-side invertible operator is normally solvable.
Moreover if A is left-invertible, then kerA = {0}; if A is right-invertible, then
imA = H.

Introduce the following well-known subspace of L∞(R) in the theory of Toeplitz
operators. Namely, H∞(R) + C(Ṙ) is the set of all essentially bounded functions
f(x) representable in the form f(x) = h(x) + c(x) where h(x) is bounded and an-
alytic in the upper half-plane. That is, h(x) belongs to the Hardy space H∞(R),
and c(x) belongs to the space C(Ṙ), the set of all continuous on R functions such
that lim

x→+∞
c(x) = lim

x→−∞
c(x) = c0 ∈ C.

We formulate the following well-known facts from the theory of Toeplitz
operators connected with class H∞(R) + C(Ṙ) ([40], [41]).

Lemma 4.2. Let the symbol a(x) ∈ H∞(R) + C(Ṙ) (∈ H∞(R) + C(Ṙ)) and
ess inf
x∈R

|a(x)| > 0. Then the operator T (a) is left-invertible (right-invertible) in

the space L+
2 (R, s), for |s| < 1/2.

Lemma 4.3 (Sarason Lemma ([42])). Let the function c(x) be continuous on R and
let there exist lim

x→+∞
c(x) = c+ and lim

x→−∞
c(x) = c− (in general c+ 6= c−), and let

λ > 0 (λ < 0). Then we have

eiλxc(x) ∈ H∞(R) + C(Ṙ) (∈ H∞(R) + C(Ṙ)).

4.3.

Sectoriality

Our work is based essentially on the concept of sectoriality. Lemma 3.1 makes
this possible. This subsection is devoted to necessary information from the theory
of sectorial operators.

Definition 4.3. A linear bounded operator acting on a Hilbert space H is called a
sectorial operator if

inf
‖x‖H=1

(Ax, x) := ε > 0 (12)

where (Ax, y) denotes the scalar product in H.
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If a(x) ∈ L∞(R) then the operator of multiplication by the function a(x) in
the space L2(R, s) is sectorial if and only if

ess inf
x∈R

Re a(x) = ε > 0. (13)

Definition 4.4. We will call a function a(x) ∈ L∞(R) sectorial if exists a number
θ ∈ (−π, π) such that for the function aθ(x) := eiθa(x) the condition (11) holds.

We formulate the famous result of Brown and Halmos (see, for example, [25,
Theorem 2.2]).

Theorem 4.1. Let A be a sectorial operator on a Hilbert space H. Then the oper-
ator A is invertible and the following estimate holds for the norm of the inverse
operator,

‖A−1‖H ≤ 2ε−1

where ε is the value from (4.12).

Let now G be a subspace of the Hilbert space L+
2 (R, s) and let PG be the

orthoprojector onto the space G. This means that an arbitrary function f(x) ∈
L+

2 (R, s) can be represented uniquely in the form

f(x) = g1(x) + g2(x) (14)

where g1(x) ∈ G, g2(x) ∈ G⊥, and G⊥ denotes the orthogonal complement of the
space G in L+

2 (R, s). Thus the following equation holds,

P+ = P⊥G + PG
where P⊥G is the orthoprojector onto G⊥. Consider the operator

D = P⊥G + P+aPG : L+
2 (R, s) → L+

2 (R, s) (15)

where the function a belongs to L∞(R).

Theorem 4.2. Let function a(∈L∞(R)) be sectorial. Then the operator D (15) is
invertible and for the solution x of the equation

Dx = f, f ∈ L+
2 (R, s), (16)

there holds the following estimate,

‖x1‖L2(R,s) ≤ 2ε−1‖f1‖L2(R,s) (17)

where x1 = PGx, f1 = PGf , and ε is the value from (11).

Proof. Consider the operator

D1 := PGaPG : G→ G.

and
D1,θ = PGaθPG : G→ G

where the function aθ(x)(= eiθa(x)) and the number θ are from definition 4.4.
We show that D1,θ operator is sectorial. Let x1 ∈ G then

(PGaθx1, x1)L2(R) = (aθx1, x1)L2(R).
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Then

Re(PGaθx1, x1) = Re
(∫ ∞

−∞
aθ(t)|x1(t)|2dt

)
=

∫ ∞

−∞
(Re aθ(t))|x1(t)|2dt ≥ ε(x1, x1).

Thus the operator D1,θ is invertible and according to Theorem 4.1 we have

‖D−1
1,θ‖L2(R,s) ≤ 2ε−1

where ε is the value from (11).
Since D1,θ = eiθD1, then

||D−1
1 ||L2(R,s) < 2ε−1 (18)

Now rewrite the equation (16) in the form

x2 + P+ax1 = f1 + f2 (19)

where x2 = P⊥Gx and f2 = P⊥Gf . Applying the projector PG to the last equality
we get

D1x1 = f1. (20)
Since D1 is invertible, the equation (20) has a unique solution

x1 = D−1
1 f1

and according to (18) we have (17). Further applying the projector P⊥ to (19) we
get

x2 + P⊥Gax1 = f2.

Therefore x2 = f2 − P⊥GaD
−1
1 f1. Thus for arbitrary f ∈ L+

2 (R) the equation (16)
has a unique solution in the form

x = (D−1
1 PG + P⊥G − P⊥GaD−1

1 PG)f

and consequently the operator D is invertible.

5. Unique Solvability of Modified Wiener-Hopf Equation in space
L2(R, s)

This section is central in this work. In order to obtain the theorem of solvability
we apply the Matrix Riemann Boundary Problem approach (originally worked out
in [24]–[27]) for some diffraction problems. It should be noted that this approach
suits perfectly for barrier option problems.

Assume that function ψQ(ξ) satisfies the following conditions (see (9), (10))

ψQ(ξ) =
1
2
σ2ξ2 − iµξ + ϕ(ξ). (1)

We suppose (see (12), (13)) that
σ = 0, (2)
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that there exists such ν ∈ (0, 2) that the function

c(ξ) :=
ϕ(ξ)

(1 + ξ2)ν/2
∈ L∞(R), (3)

for some M > 0 satisfies
inf

|ξ|≥M
Re c(ξ) = ε1 > 0, (4)

and that {
if µ 6= 0 then 1 < ν < 2,
if µ = 0 then 0 < ν < 2. (5)

Finally we assume that
r + Rew ≥ ε2 > 0. (6)

It should be noted that the interest rate of the bond r is positive and the
complex number w lies on the contour L of the inverse Laplace transform. Very
often L = {z ∈ C : Rez = −δ} where δ(≥ 0) is as small as we wish. Thus the
condition (6) is natural.

Introduce the function

c(ξ, w) :=
(ψQ(ξ) + r + w)

(1 + ξ2)ν/2
. (7)

Lemma 5.1. Let the conditions (1)-(6) hold. Then the function c(·, ξ) is secto-
rial, and if the value ε2 in (6) is independent of w then there exists a number ε
independent of w such that

inf
ξ∈R

Re c(ξ, w) ≥ ε > 0. (8)

Proof. According to Lemma 3.1 and conditions (2), (6) we have for ξ ∈ R

Re c(ξ, w) = Re
(

ϕ(ξ)
(1 + ξ2)ν/2

)
+

r + Rew
(1 + ξ2)ν/2

> 0.

According to (6),
inf

|ξ|≤M
Re c(ξ, w) ≥ ε2

(1 +M2)ν/2
.

Further according to (4) we get

inf
|ξ|≥M

Re c(ξ, w) ≥ ε1.

Now set

ε = min
(

ε2
(1 +M2)ν/2

, ε1

)
. (9)

Then we obtain (8).
Finally with the help of (3) and (5) we see that c(ξ, w) ∈ L∞(R). Thus c(ξ, w)

is sectorial.
We see that according to Lemma 5.1 if the condition (5.6) holds then function

c(ξ, w) is sectorial with θ = 0. It should be noted that c(ξ, w) could be sectorial
even when the condition (5.6) does not hold. In particular we need the following
result.
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Lemma 5.2. Let the conditions (5.1)-(5.5) hold and for w(6= 0) suppose that

|argw| ≤ π

2
+ θ0, θ0 > 0, (10)

Then there exists a number θ0 (small enough) such that the function c(w) is sec-
torial with the same ε (see definition 4.4) for all w satisfying the condition (5.10).

Proof. According to Lemma 5.1 we have that the statement is true for the
region |argw| ≤ π

2 .
The function c(ξ, 0) is sectorial with parameter θ = 0. This means that there

exists a number θ0 > 0 such that the set J0 := {z ∈ |z = c(ξ, 0), ξ ∈ R} lies strictly
within the region |arg z| < π

2 − θ0.
Consider the case that

π

2
< argw ≤ π

2
+ θ0

Let ε1(> 0) be the distance between J0 and the line

R−π
2 +θ0 =

{
z ∈ C|z = rei(−

π
2 +θ0), r ∈ R

}
Then the distance between the set

Jw := {z ∈ R|z = c(ξ, w), ξ ∈ R}
and the semiplane

−π
2

+ ϕ0 ≤ argz ≤ π

2
+ ϕ0

is no smaller then ε1, since

c(ξ, w) = c(ξ, 0) +
|w|eiargw

(1 + ξ2)v/2

Thus the function c(ξ, w) is sectorial with parameters θ = −θ0 and ε = ε1.
The case −π

2 − ϕ0 ≤ argw < −π
2 is considered analogously.

It should be noted that the hypothesis of Lemmas 5.1-5.2 hold for Lévy
processes of the Kobol family in the case (15), for normal tempered stable Lévy
processes (20) and for normal inverse Gaussian processes (21).

Now consider equation (10). It is convenient for us to make a change of
variable (ξ 7→ −ξ) and denote

Φ̃±(ξ, w) = Φ∓(−ξ, w), Φ̃+
a (ξ, w) = Φ−a (−ξ, w).

Then we can rewrite (10) in the form

eiaξΦ̃+(ξ, w) + (1 + ξ2)ν/2c̃(ξ, w)Φ̃+
a (ξ, w) + Φ̃−(ξ, w) = ĝ(−ξ), (11)

where conditions (5.1)-(5.6) are satisfied and c̃(ξ, w) = c(−ξ, w) (see 5.7).
Furthermore we assume that conditions (6)–(9) hold for s1 = ν/2 + s, s2 =

−ν/2 + s where |s| < 1
2 . That is,

Φ̃±(ξ, w) ∈ L±2 (R,−ν/2 + s); (12)
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Φ̃+
a (ξ, w) ∈ L+

2 (R, ν/2 + s). (13)
Consider the so-called Wiener-Hopf factorization of the function γ(ξ) := (1+

ξ2)ν/2,
γ(ξ) = (1 + iξ)ν/2(1− iξ)ν/2 := γ−(ξ)γ+(ξ).

The cuts of the functions γ±(ξ) := (1∓ iξ)ν/2 pass along the rays Γ± = {z ∈ C :
z = ∓is, s ∈ [1,∞)} respectively. Thus the function γ+(ξ) is analytic in the upper
half-plane and γ−(ξ) is analytic in the lower half-plane.

Divide all terms of (5.11) by γ−(ξ) and write

Ψ+
a (ξ, w) := γ+(ξ)Φ̃+

a (ξ, w); (14)

Ψ±(ξ, w) :=
Φ̃±(ξ, w)
γ±(ξ)

. (15)

Then we obtain

eiaξu(ξ)Ψ+(ξ, w) + c̃(ξ, w)Ψ+
a (ξ, w) + Ψ−(ξ, w) =

ĝ(−ξ)
γ−(ξ)

(16)

where

u(ξ) :=
γ+(ξ)
γ−(ξ)

=
(

1− iξ

1 + iξ

)ν/2
. (17)

It is easy to see (see, for example, [40]) that

Ψ+
a (ξ) ∈ L+

2 (R, s); (18)

Ψ±(ξ) ∈ L±2 (R, s). (19)

It should be noted that the functions Φ̃+
a (ξ, w) and Ψ+

a (ξ, w) belong to narrower
classes of functions than L+

2 (R, ν/2 + s) and L+
2 (R, s) respectively. Namely, the

following statement holds.

Lemma 5.3. i) The class of functions where the unknown function Φ̃+
a (ξ, w) is

looked for coincides with the set of “+”-components of the solutions of the
boundary value problem

e−iaξΦ+
a (ξ) = Φ−a (ξ), a > 0, (20)

where Φ±a (ξ) ∈ L±2 (R, ν/2 + s).
ii) The class of functions where the unknown function Ψ+

a (ξ, w) is looked for
coincides with the set of “+”-components of solutions of the boundary value
problem

e−iaξu(ξ)Ψ+
a (ξ) = Ψ−

a (ξ), a > 0, (21)
where Ψ±

a (ξ) ∈ L±2 (R, s), |s| < 1/2.

Proof. The statement i) is well-known ([43]-[44]).
We pass to the proof of ii). Multiply both sides of (20) by γ−(ξ) and denote

Ψ+
a (ξ) := γ+(ξ)Φ+

a (ξ) and Ψ−
a (ξ) = γ−(ξ)Φ−a (ξ).

Then we obtain (21).



Double Barrier Options Under Lévy Processes 19

The problems (20) and (21) are called Riemann Boundary Value Problems
with coefficients ea(ξ) := e−iaξ and ua(ξ) := e−iaξu(ξ) respectively. Moreover the
set of all functions Φ+

a (ξ) (∈ L+
2 (R, ν/2+s)) satisfying problem (20) coincides with

the kernel of the Toeplitz operator Tea
in the space L+

2 (R, ν/2+s). Analogously the
set of all functions Ψ+

a (ξ) satisfying the problem (21) coincides with the subspace
kerTua

∣∣∣
L+

2 (R,s)
.

Thus the components of the solution of the problem (11) are looked for in
the following spaces

Φ̃+
a (ξ, w) ∈ kerTea

∣∣∣
L+

2 (R,ν/2+s)
; (22)

Φ̃±(ξ, w) ∈ L±2 (R,−ν/2 + s). (23)

Analogously the components of solution of the problem (16) are looked for in the
spaces

Ψ+
a (ξ, w) ∈ kerTua

∣∣∣
L+

2 (R,s)
; (24)

Ψ±(ξ, w) ∈ L±2 (R, s). (25)

Apply the projector P+ to all terms of equation (16). Then we have

(TuaΨ+)(ξ, w) + P+(c̃(ξ, w)Ψ+
a (ξ, w) = f+(ξ) (26)

where Tua
is the Toeplitz operator with symbol

ua(ξ) := eiaξu(ξ), (27)

and
f+(ξ) = P+(ĝ(−ξ)/γ−(ξ)), (28)

Ψ+
a (ξ, w) ∈ kerTua

∣∣∣
L+

2 (R,s)
, (29)

Ψ+(ξ, w) ∈ L+
2 (R, s). (30)

It is easy to observe that the problem (11), (22), (23) has a solution if and
only if the problem (26)–(30) has a solution as well. Further the components of
the solution of the first problem relate to the components of solution of the second
problem by means of formulae (14)–(15).

Consider the function u(ξ). It is easy to see that u(ξ) is continuous on R
and lim

ξ→±∞
u(ξ) = e∓iπν/2. Thus according to Lemma 4.3 ua(ξ) ∈ H∞(R) +C(Ṙ).

Consequently according to Lemma 4.2 the Toeplitz operator Tua is left-invertible
and according to Lemma 4.1 we have imTua⊕kerTua = L+

2 (R, s) since T ∗ua
= Tua .

Associate with this decomposition the pair of orthogonal projectors P⊥ua
and Pua

(Pua(L+
2 (R, s)) = kerTua , P⊥ua

(L+
2 (R, s)) = imTua) and consider the operator

Dua
:= P⊥ua

+ P+c̃(ξ, w)Pua
: L+

2 (R, s) → L+
2 (R, s). (31)

Associate with the operator (5.31) the following operator equation

(Dua
Y +)(ξ) = f+(ξ), Y +(ξ) ∈ L+

2 (R, s) (32)
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where f+(ξ) is defined by (28).

Lemma 5.4. The problem (26)–(30) has a solution if and only if the equation (32)
has a solution as well. Moreover if Y +(ξ) satisfies (32) then the following functions

Ψ+
a (ξ) = (PuaY

+)(ξ); (33)

Ψ+(ξ) = T−1
ua

(P⊥ua
Y +)(ξ) (34)

are a solution of 5.26.
Here T−1

ua
is a left inverse of operator Tua

.

Proof. Let Y +(ξ) be a solution of (32). Taking into account that for function
f(ξ) belonging to imTua , (TuaT

−1
ua
f)(ξ) = f(ξ) and substituting (33)–(34) to

equation (26) we obtain

TuaT
−1
ua

(P⊥ua
Y +)(ξ) + P+(c̃(ξ, w)(PuaY

+)(ξ))

= (P⊥ua
Y +)(ξ) + P+(c̃(ξ, w)(Pua

Y +)(ξ)) = (Dua
Y +)(ξ) = f+(ξ).

Conversely, let (Ψ+
a (ξ),Ψ+(ξ)) be a solution of (26). Then it is easy to check

that the function
Y +(ξ) := (TuaΨ+)(ξ, w) + Ψ+

a (ξ)
is a solution of (32).

Theorem 5.1. Let the function c(ξ, w) (7) satisfy conditions (1)–(5) and w belong
the region (5.10). Then the following statements are true:

i) The operator Dua (31) is invertible and for the solution of (32) the following
estimate holds

‖Pua
Y +‖L2(R,s) ≤ 2ε−1‖Pua

f+‖L2(R,s).

where ε does not dependent of w.
ii) The problem (26)–(30) has the unique solution

Ψ+
a (ξ, w) = (Pua

D−1
ua
f+)(ξ), Ψ+(ξ, w) = (T−1

ua
P⊥ua

D−1
ua
f+)(ξ). (35)

iii) The problem (11), (22), (23) has the unique solution

Φ̃+
a (ξ, w) =

1
γ+(ξ)

(
Pua

D−1
ua
P+ ĝ(−ξ)

γ−(ξ)

)
; (36)

Φ̃+(ξ, w) = γ+(ξ)
(
T−1
ua
P⊥ua

D−1
ua
P+ ĝ(−ξ)

γ−(ξ)

)
; (37)

Φ̃−(ξ, w) = γ−(ξ)Ψ−(ξ, w); (38)

where the function Ψ−(ξ, w) can be found from the relation (16).

Proof. The statement i) follows directly from Theorem 4.2 and Lemma 5.2.
ii) This statement follows from i) and Lemma 5.4 since the function Y +(ξ) :=

(D−1
ua
f+)(ξ) is the unique solution of equation (32).
iii) It is easy to see that problems (11), (22), (23) and (26)–(30) have solutions

simultaneously and they are connected according to formulae (14)–(15). Moreover
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the triple (Ψ+,Ψ+
a ,Ψ

−) satisfies the equation (16) if and only if the pair (Ψ+,Ψ+
a )

satisfies the equation (26) and

Ψ−(ξ, w) =
(
P−

ĝ(−ξ)
γ−(ξ)

)
− P−(ua(ξ)Ψ+(ξ, w))− P−(c̃(ξ, w)Ψ+

a (ξ, w)).

6. Unique Solvability of the problem (2.10)-(2.12) and the price of
Double Barrier Option

We shall look for solutions of the problem (2.10)-(2.12) in the following functional
space:

u(x, τ) ∈ C0([0,∞), H
ν
2 +s(0, a)), |s| < 1/2.

This means that for each fixed τ ≤ 0 u(·, τ) ∈ H
ν
2 +s(0, a), and the function

F (τ) := ||u(·, τ)||
H

ν
2 +s is continuous on [0,∞) with lim

τ→∞
F (τ) = 0. Applying

by Laplace transform (3.1) on the function u(x, τ) we have (at least for w with
Rew > 0) that

v(·, w) ∈ H v
2 +s(0, a)

Further we have for the function

Φ̃+
a (ξ, w) = (Fv)(−ξ, w)

the problem (5.11), (5.22), (5.23). This problem has a unique solution of the form
(5.36) and this solution has L2(R, ν2 + s)-norm bounded uniformly by w belonging
to the region (5.10).

Thus applying the inverse Fourier Transform to the function Φ+
a (−ξ, ẇ) and

then applying the inverse Laplace transform we obtain that the problem (2.10)-
(2.12) has the solution of the following form

u(x, τ) =
1

(2π)2i

∫
Lθ0

∫ ∞

−∞
Φ̃+
a (−ξ, w)eiξx+τwdξdw (1)

Here Φ̃+
a (−ξ, w) is given by (5.36) and the contour Lθ0 is the boundary of the

sector Kθ0 := {z ∈ C||arg z| ≤ π
2 + θ0} for θ0 > 0 small enough.

Theorem 6.1. Let ν ∈ (0, 2), let the function g(x) ∈ H− ν
2 +s(0, a), for some s ∈

(−1/2, 1/2) and let the be characteristic exponent under a EMM Q, the function
ψQ(ξ) (3.5), such that the symbol c(ξ, w) ( given by formula (5.7)) satisfies the
conditions (5.2)-(5.5).

Then the problem (2.10)-(2.12) has a unique solution in the space
C0([0,∞),H

ν
2 +s)(0, a)) and this solution has the form (6.1).

This theorem follows from Theorem 5.1 and the fact that the function eτw

decreases to cero as eτRew. In fact, for w belonging to Lθ0
Re w < 0 and Re w → −∞ if w passes along Lθ0 .

Now we are ready consider problem of finding the option price U(x, t) (2.4).
According to Theorem 2.13 of [15], U(x, t) is a bounded solution of the problem
(2.5)-(2.7).
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Theorem 6.2. Let g(x) ∈ L∞(0, a) and let the process Xt satisfy the (ACP)-
condition. Then the problem (2.10)-(2.12) (and problem (2.5)-(2.7) has no more
than one solution.

Suppose we have two bounded solutions u1,2(x, τ) of the problem (2.10)-
(2.12). Then the function u0(x, τ) := u2(x, τ) − u1(x, τ) satisfies the following
problem:

∂u0(x, τ)
∂τ

+ (r − LQx )u0 (x, τ) = 0 (x, τ) ∈ (0, a)× (0,∞) (2)

u0(x, 0) = 0 x ∈ (0, a) (3)
u(x, τ) = 0 x ∈ R\(0, a), τ ∈ (0,∞) (4)

Applying to (6.2)-(6.4) the Laplace transform we obtain for the function

v0(v, w) := (Lu0)(x,w)

the following problem,

(−LQx + r + w)v0(x,w) = 0 x ∈ (0, a) (5)
v0(x,w) = 0, x ∈ R\(0, a) (6)

The function v0(x,w) is bounded at least for all w with Rew > 0. The problem
(6.5)-(6.6) is understood in sense of generalized functions:

(v(x), P[0,a](F−1(ψQ(−ξ) + r + w)Fv0) = 0 (7)

where v(x) is arbitrary function of S(R) such that supp v(x) ⊂ (0, a). Let {vn} ∈
S(R) be a sequence of functions with supp vn(x) ∈ (0, a) and such that vn(x) →
v0(x,w) in the weak sense. Then we have from (6.7) that

(vn(x), F−1(ψQ(−ξ) + r + w)Fv0) = 0

or equivalently
(Fvn(x), (ψQ(−ξ) + r + w)Fv0) = 0. (8)

Introduce the sequence of numbers

`n := (Fvn, (ψQ(−ξ) + r + w)Fvn)

According to (6.8),
lim
n→∞

`n = 0.

But on the other hand according to Lemma 3.1

Re `n =
∫ ∞

−∞
Re(ψQ(−ξ) + r + w)|(Fvn)(ξ)|2ds ≥

≥ r

∫ ∞

−∞
|(Fvn)(ξ))2dξ = r

∫ ∞

−∞
|vn(ξ)|2dξ.

That is, for n larger enough

Re `n ≥
r

2
||v(·, w)||2L2(R);



Double Barrier Options Under Lévy Processes 23

That is v0(ξ, w) ≡ 0 for all w with Re w > 0. Thus u0(x, τ) ≡ 0 and the theorem
is proved.

We wish to obtain a bounded solution of the problem (2.5)-(2.7) or equiva-
lently the problem (2.10)-(2.12).

For this we impose an aditional condition. Namely, let for some
s ∈ (−1/2, 1/2)

ν

2
+ s >

1
2

(9)

It is well known that in this case

H
ν
2 +s(0, a) ⊂ C[0, a] (10)

where C[0, a] is the space of continuous functions on the segment [0, a] and for the
function f(x) ∈ H ν

2 +s(0, a) the following inequality holds,

sup
x∈[0,a]

|f(x)| ≤M ||f ||
H

ν
2 +s (11)

with M > 0 constant.

Theorem 6.3. Let all conditions of Theorem 6.1 and inequality (6.9) hold. Then
the solution of the problem (2.10)-(2.12) is bounded.

Proof. Acording Theorem 6.1 the problem (2.10)-(2.10) has a unique solution
in the space C0([0,∞),H

ν
2 +s(0, a)) having the form (6.1). In virtue of (6.10) and

(6.11) this solution is a bounded function in x uniformly in t ∈ [0,∞). �
Finally suppose that g(x) is a piecewise smooth function on the segment [0, a].

It is easy to see that in this case g(x) ∈ Hµ(0, a) for any µ < 1
2 . For arbitrary

ν
2 ∈ (0, 1) we always can choose s ∈ [0, 1/2) such that condition (6.9) holds and
moreover we have

µ = −ν
2

+ s <
1
2
.

Thus in this case according to Theorem 6.3 the problems (2.10)-(2.12) and (2.5)-
(2.7) have bounded solutions. Since the Theorem 6.2 implies that this solution is
unique, it has the form (6.1) and coincides with (2.4).

It should be noted that condition for the function g(x) to be piecewise smooth
holds very often in option theory.

7. Stability of the Solution Relatively Small Perturbation of
Characteristic Function

Rewrite the equation (26) in the form

P+(ua(ξ)Ψ+(ξ, w)) + P+(c̃(ξ, w)Ψ+
a (ξ, w)) = f+(ξ). (1)

Apply the projector P+ to the equation (21)

P+uaΨ+
a (ξ, w) = 0. (2)
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Rewrite (1)–(2) as a matrix equation

(TBa
~Ψ)(ξ) = ~F+(ξ) (3)

where the vector functions

~Ψ(ξ) :=
(

Ψ+(ξ)
Ψ+
a (ξ)

)
∈ L2+

2 (R, s), (4)

~F+(ξ) :=
(
f+(ξ)
0

)
∈ L2+

2 (R, s), (5)

and the matrix Toeplitz operator is defined in the usual way,

TBa
:= P+Ba

∣∣∣
L2+

2 (R,s)
(6)

with the matrix symbol

Ba(ξ) =
(
ua(ξ) c(ξ, w)
0 ua(ξ)

)
. (7)

Here the vector analytic projector

P+ : L2
2(R, s) → L2+

2 (R, s)

is defined component-wise,

P+ :=
(
P+

P+

)
.

It is obvious that the problems (26), (29), (30) and (3)–(5) are equivalent.
Moreover the following result follows from Lemma 5.4.

It should be noted that the norm in space L2(R, s) is define by usual way

||f1, f2||L2
2(R,sw) = (||f1||2L2(R,s) + ||f2||2L2(R,s))

1/2

Lemma 7.1. The matrix Toeplitz operator TBa (7.6) is invertible in the space
L2+

2 (R, s), |s| < 1/2, if and only if the operator Dua (31) is invertible in the space
L+

2 (R, s).

Thus the invertibility of the operator TBa follows from Theorem 5.1, i).

Theorem 7.1. Let the function c(ξ, w) (7) satisfy conditions (3)–(6). Then the
operator TBa

is invertible and

‖T−1
Ba
‖L2

2(R) ≤Mε−1

where ε is given by (8), (9), and M > 0 is constant.

Thus we can write the solution of the option problem with the help of the op-
erator T−1

Ba
. Indeed, under the hypotheses of Theorem 7.1 the solution of equation

(3) has the form (
Ψ+(ξ)
Ψ+
a (ξ)

)
= T−1

Ba

(
f+

0

)
.
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So the formula (6.1) can be rewritten in the form

U(x, t) =
1

(2π)2i

∫
Rσ

∞∫
−∞

T−1
Ba

(
f+(ξ)
0

)∣∣∣∣
2

e(T−t)w−iξxdξdw (8)

where ~F (ξ)
∣∣∣
2

denotes the second component of the vector function ~F (ξ). Thus

practical (approximate) solution of the equation (3) is an important problem. The
following reasoning can be considered as a basis for some algorithms of approximate
solution.

With equation (3) consider

TB∗a
~Ψ = ~F ∗0 (9)

where the approximate symbol of the Toeplitz operator B∗a(ξ) and right-hand
member ~F ∗0 have the forms

B∗a(ξ) =
(
u∗a(ξ) c∗(ξ, w)
0 u∗a(ξ)

)
; ~F ∗0 (ξ) =

(
f∗(ξ);
0

)
with the components satisfying the following conditions

sup
ξ∈R

|ua(ξ)− u∗a(ξ)| ≤ δ0, (10)

sup
ξ∈R

|c̃(ξ, w)− c∗(ξ, w)| ≤ δ0, (11)

and
‖f+ − f∗+‖L2(R,s) ≤ δ1 (12)

where the numbers δ0, δ1 > 0 are sufficiently small.
The following theorem is a standard fact from the theory of Toeplitz operators

([40]–[41]).

Theorem 7.2. Let the function c(ξ, w) (7) satisfy conditions (1)–(6). Then for δ0
small enough the operator TB∗a is invertible, equation (9) has an unique solution
~Ψ∗(ξ) and the following estimate holds,

‖~Ψ− ~Ψ∗‖L2
2(R,s) ≤M0δ +M1δ1. (13)

In particular,
‖Ψ+

a −Ψ∗+
a ‖L2(R,s) ≤M0δ +M1δ1

where ~Ψ =
(

Ψ+

Ψ+
a

)
and ~Ψ∗ =

(
Ψ∗+

Ψ∗+
a

)
are the solutions of equations (3) and

(7.9) respectively, and M0,M1 > 0 are independent of δ0, δ1.

Proof. According to Theorem 7.1, the operator TBa
is invertible. Therefore if

δ0 is small enough, then the operator TB∗a is invertible also and

‖T−1
Ba

− T−1
B∗a
‖L2

2(R,s) ≤ Cδ0
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where C > 0 is independent of δ0. Thus equation (9) has the unique solution
~Ψ∗ = TB∗a

~F ∗ and we have the following inequalities,

‖~Ψ− ~Ψ∗‖L2
2(R,s) = ‖T−1

Ba

~F − T−1
B∗a

~F ∗‖L2
2(R,s)

= ‖(T−1
Ba

− T−1
B∗a

)~F + T−1
B∗a

(~F − ~F ∗)‖L2
2(R,s)

≤ (C‖~F‖L2
2(R,s))δ0 + (‖T−1

B∗a
‖L2

2(R,s))δ1.

Denote M0 := C‖~F‖L2
2(R,s) and M1 = 2‖T−1

Ba
‖L2

2(R,s). Then for δ0, δ1 small enough
we have the evaluation (13).

Thus the approximate solution of our option problem can be written in the
form (see (8))

U∗(x, t) =
1

(2π)2i

∫
Rσ

∞∫
−∞

T−1
B∗a

(
f∗+(ξ)
0

)∣∣∣∣
2

e(T−t)w−iξxdξdw. (14)

This formula can serve as the basis for an algorithm for the approximate
solution of the double barrier option problem. We will present this algorithm in
future work.

8. Conclusion

In this article we treat some power cases of characteristic functions (see (12)–(13)).
These cases involve wide classes of Lévy processes which are used in option theory.
However, there exist many other cases which could be considered with the help of
the methods worked out in this article.

1. The case σ > 0 is important because it corresponds to the processes with
non trivial Gaussian components. This case can be realized as the case ν < 2
considered in these notes.

2. The case σ = 0, µ 6= 0 and 0 < ν < 1 (see (14), (15), (16), (20), (21)).
3. Logarithmic cases (16) and (22) if µ = 0.
4. Power logarithmic case (17).
5. Rational case (27). In this case not only the solvability theory can worked

out but one can obtain the solution in explicit form.
6. Periodic case. The Poisson process generates a periodic characteristic func-

tion (24). It is interesting to get explicit formulae and to analyze them in
this case. (25) is very interesting also because here Xt is sum of a Gaussian
process and a discrete-jumping process. In this area the theory of matrix
Toeplitz operators with periodic and almost periodic symbols (worked out
by Karlovich-Spitkovsky-Böttcher see [45]) could be applied.

7. General case. According to a famous result ([28, p.13]) for an arbitrary triplet
(a, γ,Π) with measure Π satisfying (3) there exists a Lévy process Xt with
this characteristic triplet. The condition (3) is quite general . Thus there exist
Lévy processes with characteristic function having discontinuities of the first
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type at infinity, semi almost periodic discontinuities and so on. It is very
interesting to consider the double barrier option problem for the general case
when characteristic function has the form (2)–(3).

Acknowledgment. The author wish to thank the reviewer for very useful remarks.
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[41] Böttcher A. and Silbermann B. Analysis of Toeplitz Operators. Springer-Verlag,
Berlin, 1990.

[42] Sarason D. Toeplitz operators with semi-almost-periodic symbols. Duke Math. J.
44, 2, 357–364, 1977.

[43] Akhiezer N.I. Lectures on Approximation Theory. Second, revised and enlarged
edition, “Nauka”, Moscow, 1965 (Transl. of first edition: Theory of Approximation,
Frederick Ungar Publishing Co., New York, 1956).

[44] Dybin V.B., Grudsky S.M. Introduction to the theory of Toeplitz operators with
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