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#### Abstract

In this paper the problem of determination of the no arbitrage price of double barrier options in the case of stock prices is modelled on Lévy processes is considered. Under the assumption of existence of the Equivalent Martingale Measure this problem is reduced to the convolution equation on a finite interval with symbol generated by the characteristic function of the Lévy process. We work out a theory of unique solvability of the getting equation and stability of the solution under relatively small perturbations.
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## 1. Introduction

The problem of the determination of the price of a double barrier option in case when the stock price is modelled by geometric Brownian motion (classical hypothesis) is considered in [1]-[8]. The articles [4]-[8] are devoted to an approach connected with a solution of the Black-Scholes (partial) differential equation on a strip of finite width. But it should be noted that for many cases geometric Brownian motion is not an adequate model for stock price. Therefore in recent years many investigators have used Lévy processes as models for logarithmic stock price. In this way European options ([9]-[19]), perpetual American options ([15], [20]-[21]) and barrier options ([15], [22], [23]) were considered.

In this paper we consider double barrier options under Lévy processes. Following the monograph [15] we use the generalized Black-Scholes equation approach.

[^0]That is we reduce the original option problem to a partial pseudodifferential equation of the type

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}-L_{x} u(x, t)=0 \tag{1}
\end{equation*}
$$

where the pseudodifferential, more exactly, convolution operator $L_{x}$ (acting on the variable $x$ ) is generated by the characteristic exponent of the Lévy process $X_{t}:=\ln S_{t}$ (here $S_{t}$ is stock price). In the case of a double barrier the equation (1) is considered in the region

$$
E=\left(x_{1}, x_{2}\right) \times(-\infty, T)
$$

(where $T$ is expiry date) and can be reduced (with the help of the Laplace transform in the variable $\tau=T-t)$ to a convolution equation on an interval ( $x_{1}, x_{2}$ ). We apply the Matrix Riemann Boundary Value Problem method worked out in the papers [24]-[27] for the investigation of the convolution equation. In this way we prove unique solvability of the problem and stability of the solution under relatively small perturbations.

## 2. Auxillary material

In this section we introduce necessary definitions and formulate some well known results (see [15], [28], [29]) There are many kinds of double barrier option problems. We consider (in some sense) the basic problem which can be called Up-Down-AndOut barrier option. Other double barrier option problems can be reduced to this problem and (or) to single barrier problems.

Let $S_{t}$ be stock price at the instant of time $t$, and $\varphi:(0, \infty) \rightarrow[0, \infty)$ be a measurable function.

Definition 2.1. An Up-Down-And-Out barrier option is an agreement between two persons (Writer and Holder) at time instant $t$ according to which Writer is obliged to pay to Holder the amount $\varphi\left(S_{T}\right)$ at the future instant of time $T$ (expiry date) if and only if during the option life (between $t$ and $T$ ), $S_{t}$ is always within the interval $\left(S_{1}, S_{2}\right)$ (here $0<S_{1}<S_{2}$ are some levels, i.e., barriers, of the stock price).

Note that if there exists some instant of time $t_{1,2} \leq T$ such that $S_{t_{1}} \geq S_{2}$ or $S_{t_{2}} \leq S_{1}$ then the option expires worthless.

Consider a market model which consists of a bond with a constant riskless rate of return $r>0$, and of a stock with price $S_{t}=\exp \left\{X_{t}\right\}$ where $X_{t}$ is a Lévy process.

Let $(\Omega, \mathcal{F}, \mathbf{P})$ be a probability space where $\Omega$ is the space of elementary events and $\mathcal{F}$ is a $\sigma$-algebra of subsets of $\Omega$.

Definition 2.2 ([28]-[29]). An $\mathcal{F}$-adapted process $X_{t}$ is called a Lévy process if the following conditions hold:

1. $X_{0}=0$ a.e.
2. $X_{t}$ has stationary increment, that is, for arbitrary $t>s>0$ the distribution of $\left(X_{t}-X_{s}\right)$ coincides with the distribution of $X_{t-s}$.
3. $X_{t}$ has independent increments, that is, for arbitrary $0 \leq t_{1}<t_{2}<\ldots<t_{n}$, the random variables

$$
X_{t_{1}}, X_{t_{2}}-X_{t_{1}}, \ldots, X_{t_{n}}-X_{t_{n-1}}
$$

are independent.
4. For each $w \in \Omega$ the function $X_{t}=X_{t}(w)$ is right-continuous on $(0, \infty)$ and there exists a left limit at all $t \geq 0$.
5. $X_{t}$ is stochastically continuous, that is for every $t>0$ and $\varepsilon>0$

$$
\lim _{s \rightarrow t} \mathbf{P}\left[\left|X_{t}-X_{s}\right|>\varepsilon\right]=0
$$

If $X_{t}$ is a Lévy process, then according to the Lévy-Khintchine formula ([28][29])

$$
\begin{equation*}
E_{\mathbf{P}}\left[e^{i \xi X_{t}}\right]=e^{-t \psi^{\mathbf{P}}(\xi)}, \quad \xi \in \mathbb{R} \tag{1}
\end{equation*}
$$

where the function $\psi^{\mathbf{P}}(\xi)$ has the representation

$$
\begin{equation*}
\psi^{\mathbf{P}}(\xi)=\frac{1}{2} \sigma^{2} \xi^{2}-i \mu \xi-\int_{-\infty}^{\infty}\left(e^{i u \xi}-1-i \xi u I_{(-1,1)}(u)\right) \Pi(d u) \tag{2}
\end{equation*}
$$

with $\sigma \geq 0, \mu \in \mathbb{R}$, and $\Pi$ is a measure on $\mathbb{R}$ satisfying the condition

$$
\begin{gather*}
\left|\int_{-\infty}^{\infty} \frac{u^{2}}{1+u^{2}} \Pi(d u)\right|<\infty  \tag{3}\\
I_{(-1,1)}(u)= \begin{cases}1, & |u|<1 \\
0, & |u| \geq 1\end{cases}
\end{gather*}
$$

The expectation of exponent $E_{\mathbf{P}}\left[e^{i \xi X_{t}}\right]$ is called the characteristic function, the function $\psi^{\mathbf{P}}(\xi)$ is called the characteristic exponent of $X_{t}$ (under the probability measure $\mathbf{P}$ ), the triplet $(a, \gamma, \Pi)$ is called the generating triplet of $X_{t}$.

We will consider an arbitrage free market (see,for example, [30]). From results of [31] it follows that no-arbitrage pricing of options is possible if there exists an Equivalent Martingale Measure (EMM) Q.

Let $\left(\Omega, F, F_{t}, P\right)$ be a probability space with right continuous filtration $F_{t}(\subset$ $F$ ).

Let $\mathbf{P}_{t}, \mathbf{Q}_{t}$ be restriction measures $\left.\mathbf{P}\right|_{\mathcal{F}_{t}}$ and $\left.\mathbf{Q}\right|_{\mathcal{F}_{t}}$ respectively. Let $Z_{t}=\frac{d \mathbf{Q}_{t}}{d \mathbf{P}_{t}}$ be the density of $\mathbf{Q}_{t}$ with respect to $\mathbf{P}_{t}$. If $0<Z_{t}<\infty$ a.e. then the measures $\mathbf{P}$ and $\mathbf{Q}$ are called locally equivalent.

Definition 2.3. A measure $\mathbf{Q}$ locally equivalent with respect to the measure $\mathbf{P}$ is called an Equivalent Martingale Measure (EMM) if the process $S_{t}^{*}=e^{-r t} S_{t}$ is a $\mathbf{Q}$-martingale (more exactly: is a $\left(\Omega, \mathcal{F}_{t}, \mathbf{Q}\right)$-martingale).

The process $S_{t}^{*}$ is called the discounted stock price.
Let $V\left(S_{t}, t\right)$ be the option price for time $t \leq T$, and let $V^{*}\left(S_{t}, t\right):=e^{-r t} V\left(S_{t}, t\right)$ be discounted option price. Under the measure $\mathbf{Q}$ all discounted price processes
(such that the prices are $\mathbf{Q}$-integrable) are assumed to be martingales. By virtue of this assumption prices of certain securities whose price at some future date $T$ are given random walk can be expressed by the help of conditional expectation. We write the conditional expectation formula for our case.

Let $x_{1,2}=\ln S_{1,2}$ and let $\eta:=\eta(w)$ be the hitting time of the set $\mathbb{R} \backslash\left(x_{1}, x_{2}\right)$

$$
\eta(w):=\inf \left\{t \geq 0 \mid X_{t}(w) \in \mathbb{R} \backslash\left(x_{1}, x_{2}\right)\right\}
$$

Then for the Up-Down-And-Out barrier option at expiry date $t=T$ we have

$$
V\left(e^{X_{T}}, T\right)=\varphi\left(e^{X_{T}}\right) I_{\{\eta>T\}}
$$

where $I_{A}$ is the characteristic function of the set $A \subset \Omega$. Denote $\mathcal{U}\left(X_{t}, t\right):=$ $V\left(e^{X_{t}}, t\right)$ and $g\left(X_{T}\right)=\varphi\left(e^{X_{T}}\right)$. Then we have

$$
\begin{equation*}
e^{-r t} \mathcal{U}(x, t)=E_{\mathbf{Q}}\left[\left.e^{-r T} g\left(X_{T}\right) I_{\{\eta>T\}}\right|_{\mathcal{F}_{t}}\right] \tag{4}
\end{equation*}
$$

where the right-hand side is the conditional expectation under the measure $\mathbf{Q}$ with respect to the $\sigma$-algebra $\mathcal{F}_{t}$ with $X_{t}=x$.

Thus the existence of EMM is an important question in option theory. If $X_{t}$ is neither Brownian motion nor a Poisson process then typically that EMM is not unique. Moreover there often exist infinitely many different EMMs. We formulate in this connection the main result of the article [32].

Suppose that $X_{t}$ is a Lévy process with characteristic triplet $(0, \mu, \Pi)$ (for a similar result for processes with triplet $(\sigma, \mu, \Pi)$ for $\sigma>0$ see [9]).

Let $\mu_{r}$ denote the class of measures $\mathbf{Q}$ locally equivalent to $\mathbf{P}$ under which $e^{-r t} S_{t}$ is a martingale and $X_{t}$ is a Lévy process under the measure $\mathbf{Q}$.

Let $Y_{\mu, r}(\Pi(d x))$ denote the class of function $y: \mathbb{R} \rightarrow(0,+\infty)$ such that

$$
\int_{-\infty}^{\infty}(\sqrt{y(x)}-1)^{2} \Pi(d x)+\int_{\{x>1\}}\left(e^{x}-1\right) y(x) \Pi(d x)<\infty
$$

and

$$
\mu-r+\int_{-\infty}^{\infty}\left(\left(e^{x}-1\right) y(x)-x I_{[-1,1]}(x)\right) \Pi(d x)=0 .
$$

Theorem 2.1 ([32]). a) If $Y_{\mu, r}(\Pi(d x))=\emptyset$, then $\mu_{r}=\emptyset$.
b) If $Y_{\mu, r}(\Pi(d x)) \neq \emptyset$, then $\mu_{r}$ is non-empty and for each $y \in Y_{\mu, r}(\Pi(d x))$ there is a measure $\mathbf{Q} \in \mu_{r}$ under which $X_{t}$ is again a Lévy process with generating triplet $\left(0, \mu^{\prime}, \Pi^{\prime}\right)$, where

$$
\mu^{\prime}=\mu+\int_{-1}^{1} x(y(x)-1) \Pi(d x)
$$

and

$$
\Pi^{\prime}(A)=\int_{A} y(x) \Pi(d x) .
$$

Conversely, if $\mathbf{Q} \in \mu_{r}$ is the measure under which $X_{t}$ is a Lévy process, then its generating triplet is $\left(0, \mu^{\prime}, \Pi^{\prime}\right)$ where $\mu^{\prime}$ and $\Pi^{\prime}$ are given by the above expressions with some $y \in Y_{\mu, r}$.
c) Let $y$ and $\mathbf{Q}$ be as in b). Then the characteristic exponents of $X_{t}$ under $\mathbf{P}$ and $\mathbf{Q}$ are related by

$$
\psi^{\mathbf{Q}}(\xi)=\psi^{\mathbf{P}}(\xi)+\int_{-\infty}^{\infty}\left(1-e^{i x \xi}\right)(y(x)-1) \Pi(d x)
$$

Thus in the case of Lévy processes typically an EMM exists and is not unique. Thus there exists the problem of the choice of EMM. This problem is not trivial. For a discussion about such choice, see [15] (pp. 97-98).

From now on assume that an EMM $\mathbf{Q}$ is chosen and that $X_{t}$ is a Lévy process under the measure $\mathbf{Q}$.

Definition 2.4 We will say that the Lévy process $X_{t}$ satisfies the (ACP)condition (see [15] p. 59) if the function

$$
\left(U^{r} f\right)(x):=E_{\mathbf{Q}}\left[\int_{0}^{\infty} e^{-r t} f\left(X_{t}\right) d t \mid X_{0}=x\right]
$$

is continuous for every $f \in L_{\infty}(R)$.
Some sufficient conditions for (ACP)-condition are given (for example) in [15] (Theorem 2.11 and Lemma 2.4).

We will consider everywhere below Lévy processes that satisfy the (ACP)condition.

Let $g \in L_{\infty}\left(x_{1}, x_{2}\right)$, the set of all essentially bounded functions on $\left(x_{1}, x_{2}\right)$ and let the process $X_{t}$ satisfy the (ACP)-condition. Then according to Theorem 2.13 of [15] the function $\mathcal{U}(x, t)$ defined by (4) is a bounded solution of the following partial pseudodifferential problem:

$$
\begin{align*}
& \frac{\partial \mathcal{U}(x, t)}{\partial t}-\left(r-L_{x}^{\mathbf{Q}}\right) \mathcal{U}(x, t)=0, x \in\left(x_{1}, x_{2}\right), t<T,  \tag{5}\\
& \mathcal{U}(x, T)=g(x), \quad x \in\left(x_{1}, x_{2}\right),  \tag{6}\\
& \mathcal{U}(x, t)=0, \quad x \in R \backslash\left(x_{1}, x_{2}\right), \quad t<T . \tag{7}
\end{align*}
$$

Here the pseudodifferential operator $L_{x}^{\mathbf{Q}}$ (acting on the variable $x$ ) is given by the formula

$$
\begin{equation*}
\left(L_{x}^{\mathbf{Q}} f\right)(x)=\left(\mathcal{F}^{-1}\left(-\psi^{\mathbf{Q}}(\cdot)\right) \mathcal{F} f\right)(x) \tag{8}
\end{equation*}
$$

where $\psi^{\mathbf{Q}}(\xi)$ is the characteristic exponent of the Lévy process $X_{t}$ under the EMM $\mathbf{Q}$ and the Fourier transform is given (for $f \in L_{1}(\mathbb{R})$ ) as follows,

$$
\begin{equation*}
(\mathcal{F} f)(\xi)=\int_{-\infty}^{\infty} e^{-i \xi x} f(x) d x \tag{9}
\end{equation*}
$$

Without loss of generality suppose that $x_{1}=0$ and $x_{2}=a>0$. Making the change of variable $\tau=T-t, u(x, \tau)=\mathcal{U}(x, t)$ we obtain the following problem,

$$
\begin{align*}
& \frac{\partial u(x, \tau)}{\partial \tau}+\left(r-L_{x}^{\mathbf{Q}}\right) u(x, \tau)=0, \quad(x, \tau) \in(0, a) \times(0, \infty)  \tag{10}\\
& u(x, 0)=g(x), \quad x \in(0, a)  \tag{11}\\
& u(x, \tau)=0, \quad x \in R \backslash(0, a), \quad \tau \in(0, \infty) \tag{12}
\end{align*}
$$

Equation (2.10) is understood in the sense of generalized functions:

$$
\begin{equation*}
\left(u,\left(-\frac{\partial}{\partial \tau}+r-\widetilde{L}_{x}^{\mathbf{Q}}\right) w\right)=0 \tag{13}
\end{equation*}
$$

for all $w \in S(R \times R)$ such that supp $w \subseteq(0, a) \times(0, \infty)$, where $S(R \times R)$ is the space of infinitely differentiable functions vanishing at infinity faster any negative power of $\left(x^{2}+t^{2}\right)^{1 / 2}$ together with all derivatives. Here $u \in$ $S^{\prime}(R \times R)$ the set of all continuous linear functionals (distibutions) on $S(R \times R)$ and $\widetilde{L}_{x}^{\mathbf{Q}}:=F^{-1}\left(-\psi^{\mathbf{Q}}(-\xi)\right) F$. (For details see [15]).

## 3. Convolution equation and classes of symbols

Introduce the Laplace transform (LT) by variable $\tau$ and denote

$$
\begin{equation*}
v(x, w):=(\mathcal{L} u)(x, w)=\int_{0}^{\infty} e^{-w \tau} u(x, \tau) d \tau \tag{1}
\end{equation*}
$$

Applying integration by parts we obtain

$$
\begin{aligned}
\left(\mathcal{L} \frac{\partial u}{\partial t}\right)(x, w) & =\left.u(x, \tau) e^{-w \tau}\right|_{0} ^{\infty}+w \int_{0}^{\infty} e^{-w \tau} u(x, \tau) d \tau \\
& =-u(x, 0)+w v(x, w)=-g(x)+w v(x, w)
\end{aligned}
$$

Thus we pass from problem (2.10)-(2.12) to the following problem

$$
\begin{align*}
& \left(-L_{x}^{\mathbf{Q}}+r+w\right) v(x, w)=g(x), \quad x \in(0, a)  \tag{2}\\
& v(x, w)=0 \quad x \in R \backslash(0, a) \tag{3}
\end{align*}
$$

We interpret the problem (2)-(3.3) as an operator equation considered in some $H^{s}$-spaces.

We introduce the corresponding notation. For $s \in R$ denote by $H^{s}(R)$ the space of distributions $f\left(\in S^{\prime}(R)\right)$ with finite norm defined by

$$
\|f\|_{H^{s}}^{2}=\int_{\mathbb{R}}|(\mathcal{F} f)(\xi)|^{2}\left(1+|\xi|^{2}\right)^{s} d \xi
$$

Let $U$ be an open subset of $\mathbb{R}$. Then denote by $H^{s}(U)$ the subspace of $H^{s}(R)$ consisting of distributions with $\operatorname{supp} f \in \bar{U}$.

Introduce the set $C_{0}^{\infty}(U)$ of all functions $f$ having all derivatives, with supp $f \in$ $U$. It is well known that the closure $C_{0}^{\infty}(U)$ by norm of $H^{s}(R)$ coincides with $H^{s}(U)$. Suppose that $v(\cdot, w) \in H^{s_{1}}(0, a)$ and $g \in H^{s_{2}}(0, a)$. For such a function $v(\cdot, w)$ the condition (3.3) holds automatically.

Thus we can rewrite the problem (2)-(3.3) as the following equation,

$$
\begin{equation*}
P_{(0, a)}\left(\mathcal{F}^{-1}\left(\psi^{\mathbf{Q}}(\xi)+r+w\right) \mathcal{F}\right) v(x, w)=g(x) \tag{4}
\end{equation*}
$$

where $P_{(0, a)}$ is the operator of restriction to the interval $(0, a), v(\cdot, w) \in H^{s_{1}}(0, a)$ and $g \in H^{s_{2}}(0, a)$. It should be noted that (3.4) is the convolution equation on the finite interval $(0, a)$ with the symbol $a(\xi, w):=\psi^{\mathbf{Q}}(\xi)+r+w$. This equation is understood in the sense of generalized functions analogously to (2.13).

Now we consider in more detail the properties of the function $\psi^{\mathbf{Q}}(\xi)$. Since $X_{t}$ is a Lévy process under the measure $\mathbf{Q}$ then according to Lévy-Khintchine formula (2) we have

$$
\begin{equation*}
\psi^{\mathbf{Q}}(\xi)=\frac{1}{2} \sigma^{2} \xi^{2}-i \mu \xi+\varphi(\xi) \tag{5}
\end{equation*}
$$

where $\sigma \geq 0, \mu \in R$, and

$$
\begin{equation*}
\varphi(\xi)=-\int_{-\infty}^{\infty}\left(e^{i u \xi}-1-i \xi u I_{(-1,1)}(u)\right) \Pi^{\mathbf{Q}}(d u) \tag{6}
\end{equation*}
$$

with the measure $\Pi^{\mathbf{Q}}$ satisfying the condition

$$
\begin{equation*}
\left|\int_{-\infty}^{\infty} \frac{u^{2}}{1+u^{2}} \Pi^{\mathbf{Q}}(d u)\right|<\infty \tag{7}
\end{equation*}
$$

Lemma 3.1. (See [15] for example) For arbitrary $\xi \in R, \quad \operatorname{Re} \psi^{\mathbf{Q}}(\xi) \geq 0$.
Proof. Since $\mathbf{Q}$ is a probability measure and $\left|e^{i \xi X_{t}}\right|=1$ for $\xi \in R$, we have from (2) that

$$
\left|E_{\mathbf{Q}}\left[e^{i X_{1}}\right]\right|=\left|e^{-\psi^{\mathbf{Q}}(\xi)}\right| \leq 1
$$

That is,

$$
e^{-\operatorname{Re} \psi^{\mathbf{Q}}(\xi)} \leq 1
$$

and $\operatorname{Re} \psi^{\mathbf{Q}}(\xi) \geq 0$.
Lemma 3.2. The characteristic function $\psi^{\mathbf{Q}}(\xi)$ is continuous for arbitrary $\xi \in R$, and the function $\varphi(\xi)$ has at infinity the following asymptotic property:

$$
\begin{equation*}
\lim _{\xi \rightarrow \infty} \frac{\varphi(\xi)}{\xi^{2}}=0 \tag{8}
\end{equation*}
$$

Proof. It is easy to see that the continuity of $\psi^{\mathbf{Q}}(\xi)$ follows from the representation (5)-(7).

Let $|\xi|$ be large. Then we have

$$
\left|e^{i u \xi}-1-i \xi u\right| \leq\left\{\begin{array}{lll}
\text { const } \cdot|\xi u|^{2}, & \text { if }|u| \leq|\xi|^{-1} \\
\text { const } \cdot|\xi u|^{\prime}, & \text { if }|\xi|^{-1} \leq|u|^{-1} \leq 1
\end{array}\right.
$$

Then the following inequalities hold,

$$
\begin{aligned}
|\varphi(\xi)| \leq & \int_{|u| \geq 1}\left|e^{i u \xi}-1\right| \Pi^{\mathbf{Q}}(d u)+\text { const }|\xi| \int_{|\xi|^{-1 / 2}<u<1}|u| \Pi^{\mathbf{Q}}(d u) \\
& + \text { const } \cdot \xi^{2} \int_{|u| \leq|\xi|^{-1 / 2}} u^{2} \Pi^{\mathbf{Q}}(d u) \\
\leq & 2 \int_{|u| \geq 1} \Pi^{\mathbf{Q}}(d u)+\text { const } \cdot|\xi|^{3 / 2} \int_{|\xi|^{-1 / 2}<|u|<1} u^{2} \Pi^{\mathbf{Q}}(d u) \\
& +\operatorname{const} \cdot \xi^{2} \int_{|u| \leq|\xi|^{-1 / 2}} u^{2} \Pi^{\mathbf{Q}}(d u) .
\end{aligned}
$$

According to (7), if $|\xi| \rightarrow \infty$ then

$$
\begin{aligned}
& \int_{|u| \geq 1} \Pi^{\mathbb{Q}}(d u) \quad \text { is bounded, } \\
& \int_{|\xi|^{-1 / 2}<u<1} u^{2} \Pi^{\mathbf{Q}}(d u) \quad \text { is bounded, and } \\
& \int_{|u|<|\xi|^{-1 / 2}} u^{2} \Pi^{\mathbf{Q}}(d u) \quad \text { tends to zero. }
\end{aligned}
$$

Thus we obtain (8).
We use the following restrictions on the function $\psi^{\mathbf{Q}}(\xi)$ which naturally follow from Lemmas 3.1 and 3.2. Namely, the function $\psi^{\mathbf{Q}}(\xi)$ must have the form (5)

$$
\begin{equation*}
\psi^{\mathbf{Q}}(\xi)=\frac{1}{2} \sigma^{2} \xi^{2}-i \mu \xi+\varphi(\xi) \tag{9}
\end{equation*}
$$

where $\sigma \geq 0, \mu \in R$, and $\varphi(\xi)$ is a continuous function of $\xi \in R$ and there exists a number $\nu \in(0,2)$ such that the function $\varphi(\xi)$ has the following behavior at infinity,

$$
\begin{equation*}
\varphi(\xi) \sim|\xi|^{\nu} . \tag{10}
\end{equation*}
$$

(The notation $\theta(\xi) \sim \eta(\xi)$ means that the quotients $\frac{|\theta(\xi)|}{|\eta(\xi)|}$ and $\frac{|\eta(\xi)|}{|\theta(\xi)|}$ are bounded by some constant for all $|\xi|$ large enough).

Thus we have the following cases of asymptotic behavior of the function $\psi^{\mathbf{Q}}(\xi)$ at infinity,

$$
\begin{align*}
\sigma & >0, \quad \psi^{\mathbf{Q}}(\xi) \sim \frac{\sigma^{2} \xi^{2}}{2}  \tag{11}\\
\sigma & =0, \quad 1 \leq \nu<2, \quad \psi^{\mathbf{Q}}(\xi) \sim|\xi|^{\nu},  \tag{12}\\
\sigma & =0, \quad \mu=0, \quad 0<\nu \leq 1, \quad \psi^{\mathbf{Q}}(\xi) \sim|\xi|^{\nu},  \tag{13}\\
\sigma & =0, \quad \mu \neq 0, \quad 0<\nu<1, \quad \psi^{\mathbf{Q}}(\xi) \sim \xi \tag{14}
\end{align*}
$$

This work is devoted to the cases (12)-(13). The cases (11), (14) and some others will be considered elsewhere.

Now we consider some examples of function $\psi^{\mathbf{Q}}(\xi)$ (we take the examples 3.1-3.5 from the book [15, chapter 3]).

Example 3.1 (Kobol Family). For Lévy processes from this family the characteristic exponent $\psi(\xi)$ can have the following forms,
i)

$$
\begin{align*}
\psi(\xi)= & -i \mu \xi+c_{+} \Gamma(-\nu)\left[\lambda_{-}^{\nu}-\left(\lambda_{-}-i \xi\right)^{\nu}\right] \\
& +c_{-} \Gamma(-\nu)\left[\lambda_{+}^{\nu}-\left(\lambda_{+}+i \xi\right)^{\nu}\right] \tag{15}
\end{align*}
$$

where $\nu \in(0,1) \cup(1,2), \mu \in R, c_{ \pm}>0, \lambda_{ \pm}>0$, and $\Gamma(u)$ is the Euler Gamma-function;
ii)

$$
\begin{align*}
\psi(\xi)= & -i \mu \xi+c_{+}\left[\ln \left(\lambda_{-}-i \xi\right)-\ln \lambda_{-}\right] \\
& +c_{-}\left[\ln \left(\lambda_{+}+i \xi\right)-\ln \lambda_{+}\right] \tag{16}
\end{align*}
$$

where $\mu \in R, c_{ \pm}>0, \lambda_{ \pm}>0 ;$
iii)

$$
\begin{align*}
\psi(\xi)= & -i \mu \xi+c_{+}\left[\lambda_{-} \ln \left(\lambda_{-}\right)-\left(\lambda_{-}-i \xi\right) \ln \left(\lambda_{-}-i \xi\right)\right] \\
& +c_{-}\left[\lambda_{+} \ln \left(\lambda_{+}\right)-\left(\lambda_{+}+i \xi\right) \ln \left(\lambda_{+}+i \xi\right)\right] \tag{17}
\end{align*}
$$

where $\mu \in R, c_{ \pm}>0, \lambda_{ \pm}>0$.
Example i) corresponds to cases (12)-(14). The cases ii) and iii) have the following (non-power) behavior at infinity,

$$
\begin{equation*}
\psi(\xi)+\mu \xi \sim \ln \xi \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(\xi) \sim \xi \ln \xi \tag{19}
\end{equation*}
$$

Example 3.2 (Normal Tempered Stable Lévy Processes). In this case the characteristic exponent is

$$
\begin{equation*}
\psi(\xi)=-i \mu \xi+\delta\left[\left(\alpha^{2}-(\beta+i \xi)^{2}\right)^{\nu / 2}-\left(\alpha^{2}-\beta^{2}\right)^{\nu / 2}\right] \tag{20}
\end{equation*}
$$

where $\nu \in(0,2), \mu \in R, \delta>0, \beta \in R, \alpha>|\beta|$ (see (3.13)-(14)).
Example 3.3 (Normal Inverse Gaussian Processes). If we put in (20) $\nu=1$ we obtain the characteristic exponent of a normal inverse Gaussian Process

$$
\begin{equation*}
\psi(\xi)=-i \mu \xi+\delta\left[\left(\alpha^{2}-(\beta+i \xi)^{2}\right)^{1 / 2}-\left(\alpha^{2}-\beta^{2}\right)^{1 / 2}\right] \tag{21}
\end{equation*}
$$

(see (3.13)-(3.14)).
Example 3.4 (Variance Gamma Processes). The characteristic exponent for this case is

$$
\begin{equation*}
\psi(\xi)=-i \mu \xi+c\left[\ln \left(\alpha^{2}-(\beta+i \xi)^{2}\right)-\ln \left(\alpha^{2}-\beta^{2}\right)\right] \tag{22}
\end{equation*}
$$

where $c>0, \beta \in R, \alpha>|\beta|>0$ (see (18)).

Example 3.5 (Generalized Hyperbolic Processes). For this case the characteristic function is

$$
\begin{equation*}
\exp (\psi(\xi))=e^{i \mu \xi}\left(\frac{\alpha^{2}-\beta^{2}}{\alpha^{2}-(\beta+i \xi)^{2}}\right)^{\lambda / 2} \frac{K_{\lambda}\left(\delta \sqrt{\alpha^{2}-(\beta+i \xi)^{2}}\right)}{K_{\lambda}\left(\delta \sqrt{\alpha^{2}-\beta^{2}}\right)} \tag{23}
\end{equation*}
$$

where $\mu \in R, \beta \in R, \alpha>|\beta|>0, \delta>0, \lambda \in R$, and $K_{\lambda}(u)$ is the modified Bessel function of the third kind with index $\lambda$. An integral representation of $K_{\lambda}(u)$ is given by

$$
K_{\lambda}(u)=\frac{1}{2} \int_{0}^{\infty} y^{\lambda-1} \exp \left[-0.5 u\left(y+y^{-1}\right)\right] d y
$$

Example 3.6 (Poisson Processes). For a Poisson processes we have the following characteristic exponent (see, for example, [28])

$$
\begin{equation*}
\psi(\xi)=c\left(1-e^{i \xi}\right) \tag{24}
\end{equation*}
$$

It is easy to see that the Poisson process of the kind (3.24) has characteristic triplet $\left(0, c, c \Pi_{1}\right)$ where $\Pi_{1}$ is a discrete measure which is concentrated in the one point $u_{0}=1$ with weight equal to 1 .

Let $\Pi_{d}$ be discrete measure which is concentrated in the points $\left\{\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right\}$ with weights $\left\{d_{1}, d_{2}, \ldots, d_{n}\right\}$ respectively. Suppose that the Lévy process $X_{t}$ has the characteristic triplet $\left(\sigma, \mu, \Pi_{d}\right)$. According to formula (2) the characteristic exponent of $X_{t}$ has the following form,

$$
\begin{equation*}
\psi(\xi)=\frac{1}{2} \sigma^{2} \xi^{2}-i\left(\mu-\sum_{\left|u_{j}\right|<1} d_{j} u_{j}\right) \xi-\sum_{j=1}^{n}\left(e^{i u_{j} \xi}-1\right) d_{j} . \tag{25}
\end{equation*}
$$

It should be noted that (ACP)-condition does not hold in this case. In spite of that we can use the system (2.5)-(2.7) for a finding of option price (see remark 2.1 d) of [15], p. 64).

Example 3.7 (Rational Characteristic Exponent). Let the measure $\Pi_{r_{1}}$ be given by the following formula,

$$
\begin{equation*}
\Pi_{r_{1}}(d x)=\lambda_{+} c_{+} e^{\lambda_{+} x} \chi_{(-\infty, 0)}(x) d x+\lambda_{-} c_{-} e^{-\lambda_{-} x} \chi_{(0, \infty)} d x \tag{26}
\end{equation*}
$$

where $c_{ \pm}>0, \lambda_{ \pm}>0$, and $\chi_{(-\infty, 0)}(x), \chi_{(0, \infty)}(x)$ are characteristic functions of the semi-axes.

Consider the Lévy process $X_{t}$ with the triplet $\left(\sigma, \mu, \Pi_{r_{1}}\right)$. The characteristic exponent in this case is

$$
\begin{equation*}
\psi_{r_{1}}(\xi)=\frac{\sigma^{2}}{2} \xi^{2}-i \gamma^{\prime} \xi+\frac{i c_{+} \xi}{\lambda_{+}+i \xi}-\frac{i c_{-} \xi}{\lambda_{-}-i \xi} \tag{27}
\end{equation*}
$$

where

$$
\begin{aligned}
& \gamma^{\prime}=\gamma-\left(c_{+} \lambda_{+} \int_{-1}^{0} u e^{\lambda_{+} u} d u+c_{-} \lambda_{-} \int_{0}^{1} u e^{-\lambda_{-} u} d u\right) \\
= & \gamma-c_{+} \frac{\left(1+\lambda_{+}\right) e^{-\lambda_{+}}-1}{\lambda_{+}}+c_{-} \frac{\left(1+\lambda_{-}\right) e^{-\lambda_{-}}-1}{\lambda_{-}}
\end{aligned}
$$

It should be noted that replacement of the factors $e^{ \pm \lambda_{ \pm} x}$ by factors of the form $\sum_{j=1}^{m} d_{j}^{ \pm} e^{ \pm \lambda_{j, \pm} x}$ in (26) provides more general rational characteristic exponent.

## 4. Reducing to Modified Wiener-Hopf Equation. Necessary Information from Toeplitz Operator theory

## 4.1.

## Modified Wiener Hopf Equation

Our basic equation (3.4) is defined on the interval $(0, a)$. Extend it to the whole real axis $R$, that is, rewrite this equation in the form

$$
\begin{equation*}
v_{0}(x, w)+F^{-1}\left(\psi^{\mathbf{Q}}(\xi)+r+w\right) F v(x, w)=g(x) \tag{1}
\end{equation*}
$$

where $v_{0}(x, w) \in H^{s_{2}}((a, \infty) \cup(-\infty, 0))$.
If $s_{2} \in(-1 / 2,1 / 2)$, then (see [38], [40])

$$
\begin{equation*}
H^{s_{2}}((a, \infty) \cup(-\infty, 0))=H^{s_{2}}(a, \infty) \oplus H^{s_{2}}(-\infty, 0) \tag{2}
\end{equation*}
$$

Thus in this case equation (4.1) is

$$
\begin{equation*}
v_{1}(x, w)+F^{-1}\left(\psi^{\mathbf{Q}}(\xi)+r+w\right) F v(x, w)+v_{2}(x, w)=g(x) \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
g(x) & \in H^{s_{2}}(0, a)  \tag{4}\\
v_{1}(x, w) & \in H^{s_{2}}(a, \infty)  \tag{5}\\
v_{2}(x, w) & \in H^{s_{2}}(-\infty, 0) \tag{6}
\end{align*}
$$

If $s_{2} \notin(-1 / 2,1 / 2)$, the decomposition (4.2) does not hold. However, in this case we suppose that case $v_{0}=v_{1}+v_{2}$ where $v_{1}, v_{2}$ satisfy (4.5), (4.6) like we have in the good case. This additional requirement holds if the function $g(x)$ is good enough, for example (as we will see below) when $g(x)$ satisfies (4.4)

Apply the Fourier transform to equation (3). Denote

$$
\begin{array}{ll}
\Phi_{a}^{-}(\xi, w):=(\mathcal{F} v)(\xi, w) & \left(\in L_{2}\left(\mathbb{R}, s_{1}\right)\right. \\
e^{-i a \xi} \Phi^{-}(\xi, w):=\left(\mathcal{F} v_{1}\right)(\xi, w) & \left(\in L_{2}\left(\mathbb{R}, s_{2}\right)\right. \\
\Phi^{+}(\xi, w):=\left(\mathcal{F} v_{2}\right)(\xi, w) & \left(\in L_{2}\left(\mathbb{R}, s_{2}\right)\right) \\
\hat{g}(\xi)=(\mathcal{F} g)(\xi) & \left(\in L_{2}\left(\mathbb{R}, s_{2}\right) ;\right. \tag{10}
\end{array}
$$

where $L_{2}(\mathbb{R}, s)$ is Hilbert space with the norm

$$
\|\Phi\|_{L_{2}^{s}}=\int_{-\infty}^{\infty}|\Phi(\xi)|^{2}\left(1+\xi^{2}\right)^{s} d \xi
$$

(Note that the " + " sign in the notation $\Phi^{+}(\xi, w)$ means that this function is analytic in the upper half-plane. Analogously the "-" $\operatorname{sign}$ in $\Phi_{a}^{-}(\xi, w)$ and $\Phi^{-}(\xi, w)$ means that these functions are analytic in the lower half-plane.)

Thus we obtain the following boundary value problem

$$
\begin{equation*}
e^{-i a \xi} \Phi^{-}(\xi, w)+a(\xi, w) \Phi_{a}^{-}(\xi, w)+\Phi^{+}(\xi, w)=\hat{g}(\xi) \tag{11}
\end{equation*}
$$

This problem is called ([39]) the modified Wiener-Hopf equation and its solution is a triple $\left(\Phi^{-}, \Phi_{a}^{-}, \Phi^{+}\right)$of unknown functions. We emphasize that these unknown functions are not arbitrary functions from $L_{2}\left(\mathbb{R}, s_{1,2}\right)$. Namely $\Phi_{a}^{-}(\xi, w)$ is the Fourier Transform of a function with support belonging to $(0, a)$, and $\Phi^{\mp}(\xi, w)$ are Fourier Transforms of functions with support in the semi-axes $(0, \infty)$ and $(-\infty, 0)$ respectively. The classes where the solution of (10) are looked for will be introduced in the Section 5.
4.2.

Toeplitz Operators
We need some results from Toeplitz operator theory. Introduce the so-called analytic projectors

$$
P^{+}:=\mathcal{F}^{-1} \chi_{(0, \infty)} \mathcal{F} \quad \text { and } \quad P^{-}:=\mathcal{F}^{-1} \chi_{(-\infty, 0)} \mathcal{F}
$$

The projectors $P^{ \pm}$are bounded linear operators in the spaces $L_{2}(\mathbb{R}, s)$ for $s \in$ $(-1 / 2,1 / 2)([40],[41])$.

Denote

$$
L_{2}^{ \pm}(\mathbb{R}, s)=P^{ \pm}\left(L_{2}(\mathbb{R}, s)\right)
$$

It is easy to see (see also [40], [41]) that

$$
P^{ \pm 2}=P^{ \pm}, \quad P^{+} P^{-}=P^{-} P^{+}=0, \quad P^{+}+P^{-}=I
$$

where 0 and $I$ are the zero and identity operators.
Let further $L_{\infty}(\mathbb{R})$ be the space of all measurable essentially bounded functions on the real axis $\mathbb{R}$ with the norm

$$
\|a\|_{L_{\infty}(\mathbb{R})}=\underset{x \in \mathbb{R}}{\operatorname{ess} \sup _{x}}|a(x)|<\infty .
$$

The operator

$$
T(a):=P^{+} a P^{+}: L_{2}^{+}(\mathbb{R}, s) \rightarrow L_{2}^{+}(\mathbb{R}, s)
$$

is called a Toeplitz operator with symbol $a(x)$. If $a \in L_{\infty}(\mathbb{R})$ then $T(a)$ is a bounded operator on $L_{2}^{+}(\mathbb{R}, s)$ (for $s \in(-1 / 2,1 / 2)$ ) and the conjugate operator $T^{*}(a)=T(\bar{a})$ also is bounded on the same spaces.

Definition 4.1. The operator $A$ acting on Hilbert space is called normally solvable if the subspace $\operatorname{im} A$ is closed, i.e., $\operatorname{im} A=\overline{\operatorname{im} A}$.

We will use the following well-known fact from functional analysis.
Lemma 4.1. If the operator $A$ is normally solvable, then the Hilbert space $H$ may be represented as the following direct sum,

$$
\operatorname{im} A \oplus \operatorname{ker} A^{*}=H
$$

Definition 4.2. An operator $A$ acting in Hilbert space $H$ is called left-(right)- invertible if there exists an operator $A_{l}^{-1}\left(A_{r}^{-1}\right)$ bounded on $H$ such that $A_{l}^{-1} A=I$ $\left(A A_{r}^{-1}=I\right) . A$ is called an invertible operator if there exists an operator $A^{-1}$ bounded on $H$ such that $A A^{-1}=A^{-1} A=I$.

It should be noted that a one-side invertible operator is normally solvable. Moreover if $A$ is left-invertible, then $\operatorname{ker} A=\{0\}$; if $A$ is right-invertible, then $\operatorname{im} A=H$.

Introduce the following well-known subspace of $L_{\infty}(\mathbb{R})$ in the theory of Toeplitz operators. Namely, $H^{\infty}(\mathbb{R})+C(\dot{\mathbb{R}})$ is the set of all essentially bounded functions $f(x)$ representable in the form $f(x)=h(x)+c(x)$ where $h(x)$ is bounded and analytic in the upper half-plane. That is, $h(x)$ belongs to the Hardy space $H^{\infty}(\mathbb{R})$, and $c(x)$ belongs to the space $C(\dot{\mathbb{R}})$, the set of all continuous on $\mathbb{R}$ functions such that $\lim _{x \rightarrow+\infty} c(x)=\lim _{x \rightarrow-\infty} c(x)=c_{0} \in \mathbb{C}$.

We formulate the following well-known facts from the theory of Toeplitz operators connected with class $H^{\infty}(\mathbb{R})+C(\dot{\mathbb{R}})([40],[41])$.

Lemma 4.2. Let the symbol $a(x) \in H^{\infty}(\mathbb{R})+C(\dot{\mathbb{R}})\left(\in \overline{H^{\infty}(\mathbb{R})+C(\dot{\mathbb{R}})}\right)$ and $\underset{x \in \mathbb{R}}{\operatorname{ess} \inf }|a(x)|>0$. Then the operator $T(a)$ is left-invertible (right-invertible) in the space $L_{2}^{+}(\mathbb{R}, s)$, for $|s|<1 / 2$.

Lemma 4.3 (Sarason Lemma ([42])). Let the function $c(x)$ be continuous on $\mathbb{R}$ and let there exist $\lim _{x \rightarrow+\infty} c(x)=c_{+}$and $\lim _{x \rightarrow-\infty} c(x)=c_{-}$(in general $c_{+} \neq c_{-}$), and let $\lambda>0(\lambda<0)$. Then we have

$$
e^{i \lambda x} c(x) \in H^{\infty}(\mathbb{R})+C(\dot{\mathbb{R}}) \quad\left(\in \overline{H^{\infty}(\mathbb{R})+C(\dot{\mathbb{R}})}\right)
$$

4.3.

## Sectoriality

Our work is based essentially on the concept of sectoriality. Lemma 3.1 makes this possible. This subsection is devoted to necessary information from the theory of sectorial operators.

Definition 4.3. A linear bounded operator acting on a Hilbert space $H$ is called a sectorial operator if

$$
\begin{equation*}
\inf _{\|x\|_{H}=1}(A x, x):=\varepsilon>0 \tag{12}
\end{equation*}
$$

where $(A x, y)$ denotes the scalar product in $H$.

If $a(x) \in L_{\infty}(\mathbb{R})$ then the operator of multiplication by the function $a(x)$ in the space $L_{2}(\mathbb{R}, s)$ is sectorial if and only if

$$
\begin{equation*}
\underset{x \in \mathbb{R}}{\operatorname{ess} \inf } \operatorname{Re} a(x)=\varepsilon>0 \tag{13}
\end{equation*}
$$

Definition 4.4. We will call a function $a(x) \in L_{\infty}(\mathbb{R})$ sectorial if exists a number $\theta \in(-\pi, \pi)$ such that for the function $a_{\theta}(x):=e^{i \theta} a(x)$ the condition (11) holds.

We formulate the famous result of Brown and Halmos (see, for example, [25, Theorem 2.2]).

Theorem 4.1. Let $A$ be a sectorial operator on a Hilbert space $H$. Then the operator $A$ is invertible and the following estimate holds for the norm of the inverse operator,

$$
\left\|A^{-1}\right\|_{H} \leq 2 \varepsilon^{-1}
$$

where $\varepsilon$ is the value from (4.12).
Let now $G$ be a subspace of the Hilbert space $L_{2}^{+}(\mathbb{R}, s)$ and let $\mathcal{P}_{G}$ be the orthoprojector onto the space $G$. This means that an arbitrary function $f(x) \in$ $L_{2}^{+}(\mathbb{R}, s)$ can be represented uniquely in the form

$$
\begin{equation*}
f(x)=g_{1}(x)+g_{2}(x) \tag{14}
\end{equation*}
$$

where $g_{1}(x) \in G, g_{2}(x) \in G^{\perp}$, and $G^{\perp}$ denotes the orthogonal complement of the space $G$ in $L_{2}^{+}(\mathbb{R}, s)$. Thus the following equation holds,

$$
P^{+}=\mathcal{P}_{G}^{\perp}+\mathcal{P}_{G}
$$

where $\mathcal{P}_{G}^{\perp}$ is the orthoprojector onto $G^{\perp}$. Consider the operator

$$
\begin{equation*}
D=\mathcal{P}_{G}^{\perp}+P^{+} a \mathcal{P}_{G}: L_{2}^{+}(\mathbb{R}, s) \rightarrow L_{2}^{+}(\mathbb{R}, s) \tag{15}
\end{equation*}
$$

where the function $a$ belongs to $L_{\infty}(\mathbb{R})$.
Theorem 4.2. Let function $a\left(\in L_{\infty}(\mathbb{R})\right)$ be sectorial. Then the operator $D(15)$ is invertible and for the solution $x$ of the equation

$$
\begin{equation*}
D x=f, \quad f \in L_{2}^{+}(\mathbb{R}, s), \tag{16}
\end{equation*}
$$

there holds the following estimate,

$$
\begin{equation*}
\left\|x_{1}\right\|_{L_{2}(\mathbb{R}, s)} \leq 2 \varepsilon^{-1}\left\|f_{1}\right\|_{L_{2}(\mathbb{R}, s)} \tag{17}
\end{equation*}
$$

where $x_{1}=\mathcal{P}_{G} x, f_{1}=\mathcal{P}_{G} f$, and $\varepsilon$ is the value from (11).
Proof. Consider the operator

$$
D_{1}:=\mathcal{P}_{G} a \mathcal{P}_{G}: G \rightarrow G
$$

and

$$
D_{1, \theta}=P_{G} a_{\theta} P_{G}: G \rightarrow G
$$

where the function $a_{\theta}(x)\left(=e^{i \theta} a(x)\right)$ and the number $\theta$ are from definition 4.4.
We show that $D_{1, \theta}$ operator is sectorial. Let $x_{1} \in G$ then

$$
\left(\mathcal{P}_{G} a_{\theta} x_{1}, x_{1}\right)_{L_{2}(\mathbb{R})}=\left(a_{\theta} x_{1}, x_{1}\right)_{L_{2}(\mathbb{R})} .
$$

Then

$$
\begin{aligned}
\operatorname{Re}\left(\mathcal{P}_{G} a_{\theta} x_{1}, x_{1}\right) & =\operatorname{Re}\left(\int_{-\infty}^{\infty} a_{\theta}(t)\left|x_{1}(t)\right|^{2} d t\right) \\
& =\int_{-\infty}^{\infty}\left(\operatorname{Re} a_{\theta}(t)\right)\left|x_{1}(t)\right|^{2} d t \geq \varepsilon\left(x_{1}, x_{1}\right)
\end{aligned}
$$

Thus the operator $D_{1, \theta}$ is invertible and according to Theorem 4.1 we have

$$
\left\|D_{1, \theta}^{-1}\right\|_{L_{2}(\mathbb{R}, s)} \leq 2 \varepsilon^{-1}
$$

where $\varepsilon$ is the value from (11).
Since $D_{1, \theta}=e^{i \theta} D_{1}$, then

$$
\begin{equation*}
\left\|D_{1}^{-1}\right\|_{L_{2}(\mathbb{R}, s)}<2 \varepsilon^{-1} \tag{18}
\end{equation*}
$$

Now rewrite the equation (16) in the form

$$
\begin{equation*}
x_{2}+P^{+} a x_{1}=f_{1}+f_{2} \tag{19}
\end{equation*}
$$

where $x_{2}=\mathcal{P} \frac{\perp}{G} x$ and $f_{2}=\mathcal{P} \frac{\perp}{G} f$. Applying the projector $\mathcal{P}_{G}$ to the last equality we get

$$
\begin{equation*}
D_{1} x_{1}=f_{1} \tag{20}
\end{equation*}
$$

Since $D_{1}$ is invertible, the equation (20) has a unique solution

$$
x_{1}=D_{1}^{-1} f_{1}
$$

and according to (18) we have (17). Further applying the projector $\mathcal{P}^{\perp}$ to (19) we get

$$
x_{2}+\mathcal{P} \frac{\perp}{G} a x_{1}=f_{2} .
$$

Therefore $x_{2}=f_{2}-\mathcal{P} \frac{1}{G} a D_{1}^{-1} f_{1}$. Thus for arbitrary $f \in L_{2}^{+}(\mathbb{R})$ the equation (16) has a unique solution in the form

$$
x=\left(D_{1}^{-1} \mathcal{P}_{G}+\mathcal{P}_{G}^{\perp}-\mathcal{P}_{G}^{\perp} a D_{1}^{-1} \mathcal{P}_{G}\right) f
$$

and consequently the operator $D$ is invertible.

## 5. Unique Solvability of Modified Wiener-Hopf Equation in space $L_{2}(\mathbb{R}, s)$

This section is central in this work. In order to obtain the theorem of solvability we apply the Matrix Riemann Boundary Problem approach (originally worked out in [24]-[27]) for some diffraction problems. It should be noted that this approach suits perfectly for barrier option problems.

Assume that function $\psi^{\mathbf{Q}}(\xi)$ satisfies the following conditions (see (9), (10))

$$
\begin{equation*}
\psi^{\mathbf{Q}}(\xi)=\frac{1}{2} \sigma^{2} \xi^{2}-i \mu \xi+\varphi(\xi) \tag{1}
\end{equation*}
$$

We suppose (see (12), (13)) that

$$
\begin{equation*}
\sigma=0 \tag{2}
\end{equation*}
$$

that there exists such $\nu \in(0,2)$ that the function

$$
\begin{equation*}
c(\xi):=\frac{\varphi(\xi)}{\left(1+\xi^{2}\right)^{\nu / 2}} \in L_{\infty}(\mathbb{R}) \tag{3}
\end{equation*}
$$

for some $M>0$ satisfies

$$
\begin{equation*}
\inf _{|\xi| \geq M} \operatorname{Re} c(\xi)=\varepsilon_{1}>0 \tag{4}
\end{equation*}
$$

and that

$$
\left\{\begin{array}{lll}
\text { if } & \mu \neq 0 & \text { then } \quad 1<\nu<2  \tag{5}\\
\text { if } & \mu=0 & \text { then } \quad 0<\nu<2
\end{array}\right.
$$

Finally we assume that

$$
\begin{equation*}
r+\operatorname{Re} w \geq \varepsilon_{2}>0 \tag{6}
\end{equation*}
$$

It should be noted that the interest rate of the bond $r$ is positive and the complex number $w$ lies on the contour $L$ of the inverse Laplace transform. Very often $L=\{z \in \mathbb{C}: \operatorname{Re} z=-\delta\}$ where $\delta(\geq 0)$ is as small as we wish. Thus the condition (6) is natural.

Introduce the function

$$
\begin{equation*}
c(\xi, w):=\frac{\left(\psi^{\mathbf{Q}}(\xi)+r+w\right)}{\left(1+\xi^{2}\right)^{\nu / 2}} \tag{7}
\end{equation*}
$$

Lemma 5.1. Let the conditions (1)-(6) hold. Then the function $c(\cdot, \xi)$ is sectorial, and if the value $\varepsilon_{2}$ in (6) is independent of $w$ then there exists a number $\varepsilon$ independent of $w$ such that

$$
\begin{equation*}
\inf _{\xi \in \mathbb{R}} \operatorname{Re} c(\xi, w) \geq \varepsilon>0 \tag{8}
\end{equation*}
$$

Proof. According to Lemma 3.1 and conditions (2), (6) we have for $\xi \in \mathbb{R}$

$$
\operatorname{Re} c(\xi, w)=\operatorname{Re}\left(\frac{\varphi(\xi)}{\left(1+\xi^{2}\right)^{\nu / 2}}\right)+\frac{r+\operatorname{Re} w}{\left(1+\xi^{2}\right)^{\nu / 2}}>0
$$

According to (6),

$$
\inf _{|\xi| \leq M} \operatorname{Re} c(\xi, w) \geq \frac{\varepsilon_{2}}{\left(1+M^{2}\right)^{\nu / 2}}
$$

Further according to (4) we get

$$
\inf _{|\xi| \geq M} \operatorname{Re} c(\xi, w) \geq \varepsilon_{1}
$$

Now set

$$
\begin{equation*}
\varepsilon=\min \left(\frac{\varepsilon_{2}}{\left(1+M^{2}\right)^{\nu / 2}}, \varepsilon_{1}\right) \tag{9}
\end{equation*}
$$

Then we obtain (8).
Finally with the help of $(3)$ and (5) we see that $c(\xi, w) \in L_{\infty}(\mathbb{R})$. Thus $c(\xi, w)$ is sectorial.

We see that according to Lemma 5.1 if the condition (5.6) holds then function $c(\xi, w)$ is sectorial with $\theta=0$. It should be noted that $c(\xi, w)$ could be sectorial even when the condition (5.6) does not hold. In particular we need the following result.

Lemma 5.2. Let the conditions (5.1)-(5.5) hold and for $w(\neq 0)$ suppose that

$$
\begin{equation*}
|\arg w| \leq \frac{\pi}{2}+\theta_{0}, \quad \theta_{0}>0 \tag{10}
\end{equation*}
$$

Then there exists a number $\theta_{0}$ (small enough) such that the function $c(w)$ is sectorial with the same $\varepsilon$ (see definition 4.4) for all $w$ satisfying the condition (5.10).

Proof. According to Lemma 5.1 we have that the statement is true for the region $|\arg w| \leq \frac{\pi}{2}$.

The function $c(\xi, 0)$ is sectorial with parameter $\theta=0$. This means that there exists a number $\theta_{0}>0$ such that the set $J_{0}:=\{z \in \mid z=c(\xi, 0), \xi \in R\}$ lies strictly within the region $|\arg z|<\frac{\pi}{2}-\theta_{0}$.

Consider the case that

$$
\frac{\pi}{2}<\arg w \leq \frac{\pi}{2}+\theta_{0}
$$

Let $\varepsilon_{1}(>0)$ be the distance between $J_{0}$ and the line

$$
R_{-\frac{\pi}{2}+\theta_{0}}=\left\{z \in \mathbb{C} \left\lvert\, z=r e^{i\left(-\frac{\pi}{2}+\theta_{0}\right)}\right., r \in \mathbb{R}\right\}
$$

Then the distance between the set

$$
J_{w}:=\{z \in R \mid z=c(\xi, w), \xi \in R\}
$$

and the semiplane

$$
-\frac{\pi}{2}+\varphi_{0} \leq \arg z \leq \frac{\pi}{2}+\varphi_{0}
$$

is no smaller then $\varepsilon_{1}$, since

$$
c(\xi, w)=c(\xi, 0)+\frac{|w| e^{i \arg w}}{\left(1+\xi^{2}\right)^{v / 2}}
$$

Thus the function $c(\xi, w)$ is sectorial with parameters $\theta=-\theta_{0}$ and $\varepsilon=\varepsilon_{1}$.
The case $-\frac{\pi}{2}-\varphi_{0} \leq \arg w<-\frac{\pi}{2}$ is considered analogously.
It should be noted that the hypothesis of Lemmas 5.1-5.2 hold for Lévy processes of the Kobol family in the case (15), for normal tempered stable Lévy processes (20) and for normal inverse Gaussian processes (21).

Now consider equation (10). It is convenient for us to make a change of variable $(\xi \mapsto-\xi)$ and denote

$$
\widetilde{\Phi}^{ \pm}(\xi, w)=\Phi^{\mp}(-\xi, w), \quad \widetilde{\Phi}_{a}^{+}(\xi, w)=\Phi_{a}^{-}(-\xi, w)
$$

Then we can rewrite (10) in the form

$$
\begin{equation*}
e^{i a \xi} \widetilde{\Phi}^{+}(\xi, w)+\left(1+\xi^{2}\right)^{\nu / 2} \widetilde{c}(\xi, w) \widetilde{\Phi}_{a}^{+}(\xi, w)+\widetilde{\Phi}^{-}(\xi, w)=\hat{g}(-\xi) \tag{11}
\end{equation*}
$$

where conditions (5.1)-(5.6) are satisfied and $\widetilde{c}(\xi, w)=c(-\xi, w)$ (see 5.7).
Furthermore we assume that conditions (6)-(9) hold for $s_{1}=\nu / 2+s, s_{2}=$ $-\nu / 2+s$ where $|s|<\frac{1}{2}$. That is,

$$
\begin{equation*}
\widetilde{\Phi}^{ \pm}(\xi, w) \in L_{2}^{ \pm}(\mathbb{R},-\nu / 2+s) \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{\Phi}_{a}^{+}(\xi, w) \in L_{2}^{+}(\mathbb{R}, \nu / 2+s) . \tag{13}
\end{equation*}
$$

Consider the so-called Wiener-Hopf factorization of the function $\gamma(\xi):=(1+$ $\left.\xi^{2}\right)^{\nu / 2}$,

$$
\gamma(\xi)=(1+i \xi)^{\nu / 2}(1-i \xi)^{\nu / 2}:=\gamma_{-}(\xi) \gamma_{+}(\xi)
$$

The cuts of the functions $\gamma_{ \pm}(\xi):=(1 \mp i \xi)^{\nu / 2}$ pass along the rays $\Gamma_{ \pm}=\{z \in \mathbb{C}$ : $z=\mp i s, s \in[1, \infty)\}$ respectively. Thus the function $\gamma_{+}(\xi)$ is analytic in the upper half-plane and $\gamma_{-}(\xi)$ is analytic in the lower half-plane.

Divide all terms of (5.11) by $\gamma_{-}(\xi)$ and write

$$
\begin{align*}
\Psi_{a}^{+}(\xi, w) & :=\gamma_{+}(\xi) \widetilde{\Phi}_{a}^{+}(\xi, w)  \tag{14}\\
\Psi^{ \pm}(\xi, w) & :=\frac{\widetilde{\Phi}^{ \pm}(\xi, w)}{\gamma_{ \pm}(\xi)} \tag{15}
\end{align*}
$$

Then we obtain

$$
\begin{equation*}
e^{i a \xi} u(\xi) \Psi^{+}(\xi, w)+\widetilde{c}(\xi, w) \Psi_{a}^{+}(\xi, w)+\Psi^{-}(\xi, w)=\frac{\hat{g}(-\xi)}{\gamma_{-}(\xi)} \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
u(\xi):=\frac{\gamma_{+}(\xi)}{\gamma_{-}(\xi)}=\left(\frac{1-i \xi}{1+i \xi}\right)^{\nu / 2} \tag{17}
\end{equation*}
$$

It is easy to see (see, for example, [40]) that

$$
\begin{align*}
& \Psi_{a}^{+}(\xi) \in L_{2}^{+}(\mathbb{R}, s)  \tag{18}\\
& \Psi^{ \pm}(\xi) \in L_{2}^{ \pm}(\mathbb{R}, s) \tag{19}
\end{align*}
$$

It should be noted that the functions $\widetilde{\Phi}_{a}^{+}(\xi, w)$ and $\Psi_{a}^{+}(\xi, w)$ belong to narrower classes of functions than $L_{2}^{+}(\mathbb{R}, \nu / 2+s)$ and $L_{2}^{+}(\mathbb{R}, s)$ respectively. Namely, the following statement holds.

Lemma 5.3. i) The class of functions where the unknown function $\widetilde{\Phi}_{a}^{+}(\xi, w)$ is looked for coincides with the set of "+"-components of the solutions of the boundary value problem

$$
\begin{equation*}
e^{-i a \xi} \Phi_{a}^{+}(\xi)=\Phi_{a}^{-}(\xi), \quad a>0, \tag{20}
\end{equation*}
$$

where $\Phi_{a}^{ \pm}(\xi) \in L_{2}^{ \pm}(\mathbb{R}, \nu / 2+s)$.
ii) The class of functions where the unknown function $\Psi_{a}^{+}(\xi, w)$ is looked for coincides with the set of "+"-components of solutions of the boundary value problem

$$
\begin{equation*}
e^{-i a \xi} \bar{u}(\xi) \Psi_{a}^{+}(\xi)=\Psi_{a}^{-}(\xi), \quad a>0 \tag{21}
\end{equation*}
$$

where $\Psi_{a}^{ \pm}(\xi) \in L_{2}^{ \pm}(\mathbb{R}, s),|s|<1 / 2$.
Proof. The statement i) is well-known ([43]-[44]).
We pass to the proof of ii). Multiply both sides of (20) by $\gamma_{-}(\xi)$ and denote

$$
\Psi_{a}^{+}(\xi):=\gamma_{+}(\xi) \Phi_{a}^{+}(\xi) \quad \text { and } \quad \Psi_{a}^{-}(\xi)=\gamma_{-}(\xi) \Phi_{a}^{-}(\xi)
$$

Then we obtain (21).

The problems (20) and (21) are called Riemann Boundary Value Problems with coefficients $e_{a}(\xi):=e^{-i a \xi}$ and $\overline{u_{a}}(\xi):=e^{-i a \xi} \bar{u}(\xi)$ respectively. Moreover the set of all functions $\Phi_{a}^{+}(\xi)\left(\in L_{2}^{+}(\mathbb{R}, \nu / 2+s)\right)$ satisfying problem (20) coincides with the kernel of the Toeplitz operator $T_{e_{a}}$ in the space $L_{2}^{+}(\mathbb{R}, \nu / 2+s)$. Analogously the set of all functions $\Psi_{a}^{+}(\xi)$ satisfying the problem (21) coincides with the subspace $\left.\operatorname{ker} T_{\bar{u}_{a}}\right|_{L_{2}^{+}(\mathbb{R}, s)}$.

Thus the components of the solution of the problem (11) are looked for in the following spaces

$$
\begin{align*}
& \left.\widetilde{\Phi}_{a}^{+}(\xi, w) \in \operatorname{ker} T_{e_{a}}\right|_{L_{2}^{+}(\mathbb{R}, \nu / 2+s)}  \tag{22}\\
& \widetilde{\Phi}^{ \pm}(\xi, w) \in L_{2}^{ \pm}(\mathbb{R},-\nu / 2+s) . \tag{23}
\end{align*}
$$

Analogously the components of solution of the problem (16) are looked for in the spaces

$$
\begin{align*}
& \left.\Psi_{a}^{+}(\xi, w) \in \operatorname{ker} T_{\bar{u}_{a}}\right|_{L_{2}^{+}(\mathbb{R}, s)} ;  \tag{24}\\
& \Psi^{ \pm}(\xi, w) \in L_{2}^{ \pm}(\mathbb{R}, s) \tag{25}
\end{align*}
$$

Apply the projector $P^{+}$to all terms of equation (16). Then we have

$$
\begin{equation*}
\left(T_{u_{a}} \Psi^{+}\right)(\xi, w)+P^{+}\left(\widetilde{c}(\xi, w) \Psi_{a}^{+}(\xi, w)=f^{+}(\xi)\right. \tag{26}
\end{equation*}
$$

where $T_{u_{a}}$ is the Toeplitz operator with symbol

$$
\begin{equation*}
u_{a}(\xi):=e^{i a \xi} u(\xi) \tag{27}
\end{equation*}
$$

and

$$
\begin{gather*}
f^{+}(\xi)=P^{+}\left(\hat{g}(-\xi) / \gamma_{-}(\xi)\right),  \tag{28}\\
\left.\Psi_{a}^{+}(\xi, w) \in \operatorname{ker} T_{\bar{u}_{a}}\right|_{L_{2}^{+}(\mathbb{R}, s)},  \tag{29}\\
\quad \Psi^{+}(\xi, w) \in L_{2}^{+}(\mathbb{R}, s) . \tag{30}
\end{gather*}
$$

It is easy to observe that the problem (11), (22), (23) has a solution if and only if the problem (26)-(30) has a solution as well. Further the components of the solution of the first problem relate to the components of solution of the second problem by means of formulae (14)-(15).

Consider the function $u(\xi)$. It is easy to see that $u(\xi)$ is continuous on $\mathbb{R}$ and $\lim _{\xi \rightarrow \pm \infty} u(\xi)=e^{\mp i \pi \nu / 2}$. Thus according to Lemma $4.3 u_{a}(\xi) \in H^{\infty}(\mathbb{R})+C(\dot{\mathbb{R}})$. Consequently according to Lemma 4.2 the Toeplitz operator $T_{u_{a}}$ is left-invertible and according to Lemma 4.1 we have $\operatorname{im} T_{u_{a}} \oplus \operatorname{ker} T_{\bar{u}_{a}}=L_{2}^{+}(\mathbb{R}, s)$ since $T_{u_{a}}^{*}=T_{\bar{u}_{a}}$. Associate with this decomposition the pair of orthogonal projectors $\mathcal{P}_{u_{a}}^{\perp}$ and $\mathcal{P}_{u_{a}}$ $\left(\mathcal{P}_{u_{a}}\left(L_{2}^{+}(\mathbb{R}, s)\right)=\operatorname{ker} T_{\bar{u}_{a}}, \mathcal{P}_{u_{a}}^{\perp}\left(L_{2}^{+}(\mathbb{R}, s)\right)=\operatorname{im} T_{u_{a}}\right)$ and consider the operator

$$
\begin{equation*}
D_{u_{a}}:=\mathcal{P}_{u_{a}}^{\perp}+P^{+} \widetilde{c}(\xi, w) \mathcal{P}_{u_{a}}: L_{2}^{+}(\mathbb{R}, s) \rightarrow L_{2}^{+}(\mathbb{R}, s) . \tag{31}
\end{equation*}
$$

Associate with the operator (5.31) the following operator equation

$$
\begin{equation*}
\left(D_{u_{a}} Y^{+}\right)(\xi)=f^{+}(\xi), \quad Y^{+}(\xi) \in L_{2}^{+}(\mathbb{R}, s) \tag{32}
\end{equation*}
$$

where $f^{+}(\xi)$ is defined by (28).
Lemma 5.4. The problem (26)-(30) has a solution if and only if the equation (32) has a solution as well. Moreover if $Y^{+}(\xi)$ satisfies (32) then the following functions

$$
\begin{align*}
\Psi_{a}^{+}(\xi) & =\left(\mathcal{P}_{u_{a}} Y^{+}\right)(\xi)  \tag{33}\\
\Psi^{+}(\xi) & =T_{u_{a}}^{-1}\left(\mathcal{P}_{u_{a}}^{\perp} Y^{+}\right)(\xi) \tag{34}
\end{align*}
$$

are a solution of 5.26.
Here $T_{u_{a}}^{-1}$ is a left inverse of operator $T_{u_{a}}$.
Proof. Let $Y^{+}(\xi)$ be a solution of (32). Taking into account that for function $f(\xi)$ belonging to $\operatorname{im} T_{u_{a}}, \quad\left(T_{u_{a}} T_{u_{a}}^{-1} f\right)(\xi)=f(\xi)$ and substituting (33)-(34) to equation (26) we obtain

$$
\begin{aligned}
& T_{u_{a}} T_{u_{a}}^{-1}\left(\mathcal{P}_{u_{a}}^{\perp} Y^{+}\right)(\xi)+P^{+}\left(\widetilde{c}(\xi, w)\left(\mathcal{P}_{u_{a}} Y^{+}\right)(\xi)\right) \\
& =\left(\mathcal{P}_{u_{a}}^{\perp} Y^{+}\right)(\xi)+P^{+}\left(\widetilde{c}(\xi, w)\left(\mathcal{P}_{u_{a}} Y^{+}\right)(\xi)\right)=\left(D_{u_{a}} Y^{+}\right)(\xi)=f^{+}(\xi) .
\end{aligned}
$$

Conversely, let $\left(\Psi_{a}^{+}(\xi), \Psi^{+}(\xi)\right)$ be a solution of (26). Then it is easy to check that the function

$$
Y^{+}(\xi):=\left(T_{u_{a}} \Psi^{+}\right)(\xi, w)+\Psi_{a}^{+}(\xi)
$$

is a solution of (32).
Theorem 5.1. Let the function $c(\xi, w)$ (7) satisfy conditions (1)-(5) and $w$ belong the region (5.10). Then the following statements are true:
i) The operator $D_{u_{a}}(31)$ is invertible and for the solution of (32) the following estimate holds

$$
\left\|\mathcal{P}_{u_{a}} Y^{+}\right\|_{L_{2}(\mathbb{R}, s)} \leq 2 \varepsilon^{-1}\left\|\mathcal{P}_{u_{a}} f^{+}\right\|_{L_{2}(\mathbb{R}, s)} .
$$

where $\varepsilon$ does not dependent of $w$.
ii) The problem (26)-(30) has the unique solution

$$
\begin{equation*}
\Psi_{a}^{+}(\xi, w)=\left(\mathcal{P}_{u_{a}} D_{u_{a}}^{-1} f^{+}\right)(\xi), \quad \Psi^{+}(\xi, w)=\left(T_{u_{a}}^{-1} \mathcal{P}_{u_{a}}^{\perp} D_{u_{a}}^{-1} f^{+}\right)(\xi) . \tag{35}
\end{equation*}
$$

iii) The problem (11), (22), (23) has the unique solution

$$
\begin{align*}
\widetilde{\Phi}_{a}^{+}(\xi, w) & =\frac{1}{\gamma^{+}(\xi)}\left(\mathcal{P}_{u_{a}} D_{u_{a}}^{-1} P^{+} \frac{\hat{g}(-\xi)}{\gamma_{-}(\xi)}\right)  \tag{36}\\
\widetilde{\Phi}^{+}(\xi, w) & =\gamma^{+}(\xi)\left(T_{u_{a}}^{-1} \mathcal{P}_{u_{a}}^{\perp} D_{u_{a}}^{-1} P^{+} \frac{\hat{g}(-\xi)}{\gamma_{-}(\xi)}\right)  \tag{37}\\
\widetilde{\Phi}^{-}(\xi, w) & =\gamma_{-}(\xi) \Psi^{-}(\xi, w) \tag{38}
\end{align*}
$$

where the function $\Psi^{-}(\xi, w)$ can be found from the relation (16).
Proof. The statement i) follows directly from Theorem 4.2 and Lemma 5.2.
ii) This statement follows from i) and Lemma 5.4 since the function $Y^{+}(\xi):=$ $\left(D_{u_{a}}^{-1} f^{+}\right)(\xi)$ is the unique solution of equation (32).
iii) It is easy to see that problems (11), (22), (23) and (26)-(30) have solutions simultaneously and they are connected according to formulae (14)-(15). Moreover
the triple $\left(\Psi^{+}, \Psi_{a}^{+}, \Psi^{-}\right)$satisfies the equation (16) if and only if the pair $\left(\Psi^{+}, \Psi_{a}^{+}\right)$ satisfies the equation (26) and

$$
\Psi^{-}(\xi, w)=\left(P^{-} \frac{\hat{g}(-\xi)}{\gamma_{-}(\xi)}\right)-P^{-}\left(u_{a}(\xi) \Psi^{+}(\xi, w)\right)-P^{-}\left(\widetilde{c}(\xi, w) \Psi_{a}^{+}(\xi, w)\right)
$$

## 6. Unique Solvability of the problem (2.10)-(2.12) and the price of Double Barrier Option

We shall look for solutions of the problem (2.10)-(2.12) in the following functional space:

$$
u(x, \tau) \in C^{0}\left([0, \infty), H^{\frac{\nu}{2}+s}(0, a)\right), \quad|s|<1 / 2
$$

This means that for each fixed $\tau \leq 0 \quad u(\cdot, \tau) \in H^{\frac{\nu}{2}+s}(0, a)$, and the function $F(\tau):=\|u(\cdot, \tau)\|_{H^{\frac{\nu}{2}+s}}$ is continuous on $[0, \infty)$ with $\lim _{\tau \rightarrow \infty} F(\tau)=0$. Applying by Laplace transform (3.1) on the function $u(x, \tau)$ we have (at least for $w$ with $\operatorname{Re} w>0)$ that

$$
v(\cdot, w) \in H^{\frac{v}{2}+s}(0, a)
$$

Further we have for the function

$$
\widetilde{\Phi}_{a}^{+}(\xi, w)=(F v)(-\xi, w)
$$

the problem (5.11), (5.22), (5.23). This problem has a unique solution of the form (5.36) and this solution has $L_{2}\left(\mathbb{R}, \frac{\nu}{2}+s\right)$-norm bounded uniformly by $w$ belonging to the region (5.10).

Thus applying the inverse Fourier Transform to the function $\Phi_{a}^{+}(-\xi, \dot{w})$ and then applying the inverse Laplace transform we obtain that the problem (2.10)(2.12) has the solution of the following form

$$
\begin{equation*}
u(x, \tau)=\frac{1}{(2 \pi)^{2} i} \int_{L_{\theta_{0}}} \int_{-\infty}^{\infty} \widetilde{\Phi}_{a}^{+}(-\xi, w) e^{i \xi x+\tau w} d \xi d w \tag{1}
\end{equation*}
$$

Here $\widetilde{\Phi}_{a}^{+}(-\xi, w)$ is given by (5.36) and the contour $L_{\theta_{0}}$ is the boundary of the sector $K_{\theta_{0}}:=\left\{z \in \mathbb{C}| | \arg z \left\lvert\, \leq \frac{\pi}{2}+\theta_{0}\right.\right\}$ for $\theta_{0}>0$ small enough.
Theorem 6.1. Let $\nu \in(0,2)$, let the function $g(x) \in H^{-\frac{\nu}{2}+s}(0, a)$, for some $s \in$ $(-1 / 2,1 / 2)$ and let the be characteristic exponent under a EMM $Q$, the function $\psi^{Q}(\xi)$ (3.5), such that the symbol $c(\xi, w)$ ( given by formula (5.7)) satisfies the conditions (5.2)-(5.5).

Then the problem (2.10)-(2.12) has a unique solution in the space $C^{0}\left([0, \infty), H^{\left.\frac{\nu}{2}+s\right)}(0, a)\right)$ and this solution has the form (6.1).

This theorem follows from Theorem 5.1 and the fact that the function $e^{\tau w}$ decreases to cero as $e^{\tau \mathrm{Re} w}$. In fact, for $w$ belonging to $L_{\theta_{0}}$ $\operatorname{Re} w<0$ and $\operatorname{Re} w \rightarrow-\infty$ if $w$ passes along $L_{\theta_{0}}$.

Now we are ready consider problem of finding the option price $U(x, t)(2.4)$. According to Theorem 2.13 of [15], $U(x, t)$ is a bounded solution of the problem (2.5)-(2.7).

Theorem 6.2. Let $g(x) \in L_{\infty}(0, a)$ and let the process $X_{t}$ satisfy the (ACP)condition. Then the problem (2.10)-(2.12) (and problem (2.5)-(2.7) has no more than one solution.

Suppose we have two bounded solutions $u_{1,2}(x, \tau)$ of the problem (2.10)(2.12). Then the function $u_{0}(x, \tau):=u_{2}(x, \tau)-u_{1}(x, \tau)$ satisfies the following problem:

$$
\begin{align*}
\frac{\partial u_{0}(x, \tau)}{\partial \tau} & +\left(r-L_{x}^{Q}\right) u_{0}(x, \tau)=0(x, \tau) \in(0, a) \times(0, \infty)  \tag{2}\\
u_{0}(x, 0) & =0 \quad x \in(0, a)  \tag{3}\\
u(x, \tau) & =0 \quad x \in R \backslash(0, a), \tau \in(0, \infty) \tag{4}
\end{align*}
$$

Applying to (6.2)-(6.4) the Laplace transform we obtain for the function

$$
v_{0}(v, w):=\left(L u_{0}\right)(x, w)
$$

the following problem,

$$
\begin{array}{rl}
\left(-L_{x}^{Q}+r+w\right) v_{0}(x, w)=0 & x \in(0, a) \\
v_{0}(x, w)=0, & x \in R \backslash(0, a) \tag{6}
\end{array}
$$

The function $v_{0}(x, w)$ is bounded at least for all $w$ with $\operatorname{Re} w>0$. The problem (6.5)-(6.6) is understood in sense of generalized functions:

$$
\begin{equation*}
\left(v(x), P_{[0, a]}\left(F^{-1}\left(\psi^{Q}(-\xi)+r+\bar{w}\right) F v_{0}\right)=0\right. \tag{7}
\end{equation*}
$$

where $v(x)$ is arbitrary function of $S(R)$ such that $\operatorname{supp} v(x) \subset(0, a)$. Let $\left\{v_{n}\right\} \in$ $S(R)$ be a sequence of functions with $\operatorname{supp} v_{n}(x) \in(0, a)$ and such that $v_{n}(x) \rightarrow$ $v_{0}(x, w)$ in the weak sense. Then we have from (6.7) that

$$
\left(v_{n}(x), F^{-1}\left(\psi^{Q}(-\xi)+r+\bar{w}\right) F v_{0}\right)=0
$$

or equivalently

$$
\begin{equation*}
\left(F v_{n}(x),\left(\psi^{Q}(-\xi)+r+\bar{w}\right) F v_{0}\right)=0 . \tag{8}
\end{equation*}
$$

Introduce the sequence of numbers

$$
\ell_{n}:=\left(F v_{n},\left(\psi^{Q}(-\xi)+r+\bar{w}\right) F v_{n}\right)
$$

According to (6.8),

$$
\lim _{n \rightarrow \infty} \ell_{n}=0
$$

But on the other hand according to Lemma 3.1

$$
\begin{aligned}
\operatorname{Re} \ell_{\mathrm{n}} & =\int_{-\infty}^{\infty} \operatorname{Re}\left(\psi^{Q}(-\xi)+r+\bar{w}\right)\left|\left(F v_{n}\right)(\xi)\right|^{2} d s \geq \\
& \left.\geq r \int_{-\infty}^{\infty} \mid\left(F v_{n}\right)(\xi)\right)^{2} d \xi=r \int_{-\infty}^{\infty}\left|v_{n}(\xi)\right|^{2} d \xi
\end{aligned}
$$

That is, for $n$ larger enough

$$
\operatorname{Re} \ell_{\mathrm{n}} \geq \frac{r}{2}\|v(\cdot, w)\|_{L_{2}(\mathbb{R})}^{2} ;
$$

That is $v_{0}(\xi, w) \equiv 0$ for all $w$ with Re $w>0$. Thus $u_{0}(x, \tau) \equiv 0$ and the theorem is proved.

We wish to obtain a bounded solution of the problem (2.5)-(2.7) or equivalently the problem (2.10)-(2.12).

For this we impose an aditional condition. Namely, let for some $s \in(-1 / 2,1 / 2)$

$$
\begin{equation*}
\frac{\nu}{2}+s>\frac{1}{2} \tag{9}
\end{equation*}
$$

It is well known that in this case

$$
\begin{equation*}
H^{\frac{\nu}{2}+s}(0, a) \subset C[0, a] \tag{10}
\end{equation*}
$$

where $C[0, a]$ is the space of continuous functions on the segment $[0, a]$ and for the function $f(x) \in H^{\frac{\nu}{2}+s}(0, a)$ the following inequality holds,

$$
\begin{equation*}
\sup _{x \in[0, a]}|f(x)| \leq M| | f \|_{H^{\frac{\nu}{2}+s}} \tag{11}
\end{equation*}
$$

with $M>0$ constant.
Theorem 6.3. Let all conditions of Theorem 6.1 and inequality (6.9) hold. Then the solution of the problem (2.10)-(2.12) is bounded.

Proof. Acording Theorem 6.1 the problem (2.10)-(2.10) has a unique solution in the space $C^{0}\left([0, \infty), H^{\frac{\nu}{2}+s}(0, a)\right)$ having the form (6.1). In virtue of (6.10) and (6.11) this solution is a bounded function in $x$ uniformly in $t \in[0, \infty)$.

Finally suppose that $g(x)$ is a piecewise smooth function on the segment $[0, a]$. It is easy to see that in this case $g(x) \in H^{\mu}(0, a)$ for any $\mu<\frac{1}{2}$. For arbitrary $\frac{\nu}{2} \in(0,1)$ we always can choose $s \in[0,1 / 2)$ such that condition (6.9) holds and moreover we have

$$
\mu=-\frac{\nu}{2}+s<\frac{1}{2} .
$$

Thus in this case according to Theorem 6.3 the problems (2.10)-(2.12) and (2.5)(2.7) have bounded solutions. Since the Theorem 6.2 implies that this solution is unique, it has the form (6.1) and coincides with (2.4).

It should be noted that condition for the function $g(x)$ to be piecewise smooth holds very often in option theory.

## 7. Stability of the Solution Relatively Small Perturbation of Characteristic Function

Rewrite the equation (26) in the form

$$
\begin{equation*}
P^{+}\left(u_{a}(\xi) \Psi^{+}(\xi, w)\right)+P^{+}\left(\widetilde{c}(\xi, w) \Psi_{a}^{+}(\xi, w)\right)=f^{+}(\xi) \tag{1}
\end{equation*}
$$

Apply the projector $P^{+}$to the equation (21)

$$
\begin{equation*}
P^{+} \bar{u}_{a} \Psi_{a}^{+}(\xi, w)=0 . \tag{2}
\end{equation*}
$$

Rewrite (1)-(2) as a matrix equation

$$
\begin{equation*}
\left(T_{B_{a}} \vec{\Psi}\right)(\xi)=\vec{F}^{+}(\xi) \tag{3}
\end{equation*}
$$

where the vector functions

$$
\begin{align*}
\vec{\Psi}(\xi) & :=\binom{\Psi^{+}(\xi)}{\Psi_{a}^{+}(\xi)} \in L_{2}^{2+}(\mathbb{R}, s)  \tag{4}\\
\vec{F}^{+}(\xi) & :=\binom{f^{+}(\xi)}{0} \in L_{2}^{2+}(\mathbb{R}, s) \tag{5}
\end{align*}
$$

and the matrix Toeplitz operator is defined in the usual way,

$$
\begin{equation*}
T_{B_{a}}:=\left.\mathbb{P}^{+} B_{a}\right|_{L_{2}^{2+}(\mathbb{R}, s)} \tag{6}
\end{equation*}
$$

with the matrix symbol

$$
B_{a}(\xi)=\left(\begin{array}{ll}
u_{a}(\xi) & \frac{c(\xi, w)}{u_{a}(\xi)} \tag{7}
\end{array}\right)
$$

Here the vector analytic projector

$$
\mathbb{P}^{+}: L_{2}^{2}(\mathbb{R}, s) \rightarrow L_{2}^{2+}(\mathbb{R}, s)
$$

is defined component-wise,

$$
\mathbb{P}^{+}:=\binom{P^{+}}{P^{+}}
$$

It is obvious that the problems $(26),(29),(30)$ and (3)-(5) are equivalent. Moreover the following result follows from Lemma 5.4.

It should be noted that the norm in space $L^{2}(\mathbb{R}, s)$ is define by usual way

$$
\left\|f_{1}, f_{2}\right\|_{L_{2}^{2}(\mathbb{R}, s w)}=\left(\left\|f_{1}\right\|_{L_{2}(\mathbb{R}, s)}^{2}+\left\|f_{2}\right\|_{L_{2}(\mathbb{R}, s)}^{2}\right)^{1 / 2}
$$

Lemma 7.1. The matrix Toeplitz operator $T_{B_{a}}$ (7.6) is invertible in the space $L_{2}^{2+}(\mathbb{R}, s),|s|<1 / 2$, if and only if the operator $D_{u_{a}}$ (31) is invertible in the space $L_{2}^{+}(\mathbb{R}, s)$.

Thus the invertibility of the operator $T_{B_{a}}$ follows from Theorem 5.1, i).
Theorem 7.1. Let the function $c(\xi, w)$ (7) satisfy conditions (3)-(6). Then the operator $T_{B_{a}}$ is invertible and

$$
\left\|T_{B_{a}}^{-1}\right\|_{L_{2}^{2}(\mathbb{R})} \leq M \varepsilon^{-1}
$$

where $\varepsilon$ is given by (8), (9), and $M>0$ is constant.
Thus we can write the solution of the option problem with the help of the operator $T_{B_{a}}^{-1}$. Indeed, under the hypotheses of Theorem 7.1 the solution of equation (3) has the form

$$
\binom{\Psi^{+}(\xi)}{\Psi_{a}^{+}(\xi)}=T_{B_{a}}^{-1}\binom{f^{+}}{0}
$$

So the formula (6.1) can be rewritten in the form

$$
\begin{equation*}
\mathcal{U}(x, t)=\left.\frac{1}{(2 \pi)^{2} i} \int_{R_{\sigma}} \int_{-\infty}^{\infty} T_{B_{a}}^{-1}\binom{f^{+}(\xi)}{0}\right|_{2} e^{(T-t) w-i \xi x} d \xi d w \tag{8}
\end{equation*}
$$

where $\left.\vec{F}(\xi)\right|_{2}$ denotes the second component of the vector function $\vec{F}(\xi)$. Thus practical (approximate) solution of the equation (3) is an important problem. The following reasoning can be considered as a basis for some algorithms of approximate solution.

With equation (3) consider

$$
\begin{equation*}
T_{B_{a}^{*}} \vec{\Psi}=\vec{F}_{0}^{*} \tag{9}
\end{equation*}
$$

where the approximate symbol of the Toeplitz operator $B_{a}^{*}(\xi)$ and right-hand member $\vec{F}_{0}^{*}$ have the forms

$$
B_{a}^{*}(\xi)=\left(\begin{array}{ll}
u_{a}^{*}(\xi) & \frac{c^{*}(\xi, w)}{u_{a}^{*}(\xi)}
\end{array}\right) ; \quad \vec{F}_{0}^{*}(\xi)=\binom{f^{*}(\xi) ;}{0}
$$

with the components satisfying the following conditions

$$
\begin{gather*}
\sup _{\xi \in \mathbb{R}}\left|u_{a}(\xi)-u_{a}^{*}(\xi)\right| \leq \delta_{0}  \tag{10}\\
\sup _{\xi \in \mathbb{R}}\left|\widetilde{c}(\xi, w)-c^{*}(\xi, w)\right| \leq \delta_{0} \tag{11}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|f^{+}-f^{*+}\right\|_{L_{2}(\mathbb{R}, s)} \leq \delta_{1} \tag{12}
\end{equation*}
$$

where the numbers $\delta_{0}, \delta_{1}>0$ are sufficiently small.
The following theorem is a standard fact from the theory of Toeplitz operators ([40]-[41]).

Theorem 7.2. Let the function $c(\xi, w)(7)$ satisfy conditions (1)-(6). Then for $\delta_{0}$ small enough the operator $T_{B_{a}^{*}}$ is invertible, equation (9) has an unique solution $\vec{\Psi}^{*}(\xi)$ and the following estimate holds,

$$
\begin{equation*}
\left\|\vec{\Psi}-\vec{\Psi}^{*}\right\|_{L_{2}^{2}(\mathbb{R}, s)} \leq M_{0} \delta+M_{1} \delta_{1} \tag{13}
\end{equation*}
$$

In particular,

$$
\left\|\Psi_{a}^{+}-\Psi_{a}^{*+}\right\|_{L_{2}(\mathbb{R}, s)} \leq M_{0} \delta+M_{1} \delta_{1}
$$

where $\vec{\Psi}=\binom{\Psi^{+}}{\Psi_{a}^{+}}$and $\vec{\Psi}^{*}=\binom{\Psi^{*+}}{\Psi_{a}^{*+}}$ are the solutions of equations (3) and (7.9) respectively, and $M_{0}, M_{1}>0$ are independent of $\delta_{0}, \delta_{1}$.

Proof. According to Theorem 7.1, the operator $T_{B_{a}}$ is invertible. Therefore if $\delta_{0}$ is small enough, then the operator $T_{B_{a}^{*}}$ is invertible also and

$$
\left\|T_{B_{a}}^{-1}-T_{B_{a}^{*}}^{-1}\right\|_{L_{2}^{2}(\mathbb{R}, s)} \leq C \delta_{0}
$$

where $C>0$ is independent of $\delta_{0}$. Thus equation (9) has the unique solution $\vec{\Psi}^{*}=T_{B_{a}^{*}} \vec{F}^{*}$ and we have the following inequalities,

$$
\begin{aligned}
\left\|\vec{\Psi}-\vec{\Psi}^{*}\right\|_{L_{2}^{2}(\mathbb{R}, s)} & =\left\|T_{B_{a}}^{-1} \vec{F}-T_{B_{a}^{*}}^{-1} \vec{F}^{*}\right\|_{L_{2}^{2}(\mathbb{R}, s)} \\
& =\left\|\left(T_{B_{a}}^{-1}-T_{B_{a}^{*}}^{-1}\right) \vec{F}+T_{B_{a}^{*}}^{-1}\left(\vec{F}-\vec{F}^{*}\right)\right\|_{L_{2}^{2}(\mathbb{R}, s)} \\
& \leq\left(C\|\vec{F}\|_{L_{2}^{2}(\mathbb{R}, s)}\right) \delta_{0}+\left(\left\|T_{B_{a}^{*}}^{-1}\right\|_{L_{2}^{2}(\mathbb{R}, s)}\right) \delta_{1} .
\end{aligned}
$$

Denote $M_{0}:=C\|\vec{F}\|_{L_{2}^{2}(\mathbb{R}, s)}$ and $M_{1}=2\left\|T_{B_{a}}^{-1}\right\|_{L_{2}^{2}(\mathbb{R}, s)}$. Then for $\delta_{0}, \delta_{1}$ small enough we have the evaluation (13).

Thus the approximate solution of our option problem can be written in the form (see (8))

$$
\begin{equation*}
\mathcal{U}^{*}(x, t)=\left.\frac{1}{(2 \pi)^{2} i} \int_{R_{\sigma}} \int_{-\infty}^{\infty} T_{B_{a}^{*}}^{-1}\binom{f^{*+}(\xi)}{0}\right|_{2} e^{(T-t) w-i \xi x} d \xi d w \tag{14}
\end{equation*}
$$

This formula can serve as the basis for an algorithm for the approximate solution of the double barrier option problem. We will present this algorithm in future work.

## 8. Conclusion

In this article we treat some power cases of characteristic functions (see (12)-(13)). These cases involve wide classes of Lévy processes which are used in option theory. However, there exist many other cases which could be considered with the help of the methods worked out in this article.

1. The case $\sigma>0$ is important because it corresponds to the processes with non trivial Gaussian components. This case can be realized as the case $\nu<2$ considered in these notes.
2. The case $\sigma=0, \mu \neq 0$ and $0<\nu<1$ (see (14), (15), (16), (20), (21)).
3. Logarithmic cases (16) and (22) if $\mu=0$.
4. Power logarithmic case (17).
5. Rational case (27). In this case not only the solvability theory can worked out but one can obtain the solution in explicit form.
6. Periodic case. The Poisson process generates a periodic characteristic function (24). It is interesting to get explicit formulae and to analyze them in this case. (25) is very interesting also because here $X_{t}$ is sum of a Gaussian process and a discrete-jumping process. In this area the theory of matrix Toeplitz operators with periodic and almost periodic symbols (worked out by Karlovich-Spitkovsky-Böttcher see [45]) could be applied.
7. General case. According to a famous result ([28, p.13]) for an arbitrary triplet $(a, \gamma, \Pi)$ with measure $\Pi$ satisfying (3) there exists a Lévy process $X_{t}$ with this characteristic triplet. The condition (3) is quite general. Thus there exist Lévy processes with characteristic function having discontinuities of the first
type at infinity, semi almost periodic discontinuities and so on. It is very interesting to consider the double barrier option problem for the general case when characteristic function has the form (2)-(3).
Acknowledgment. The author wish to thank the reviewer for very useful remarks.
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