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Abstract
We consider standard European as well as double-barrier European options for underlyings that are given by the superposition of a Gaussian and a compound Poisson (jump) process with discrete values. We derive a formula for calculating such options and furthermore show that as the barriers tend to ±∞, the value of the double-barrier option tends asymptotically to that of the standard option. Numerical examples are provided.
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1 Introduction
The problem of determining the price of a double barrier option when the stock price is modeled by geometric Brownian motion is considered in [15, 18, 19, 25, 32, 37, 38]. In
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[18, 19, 32, 38] the approach is to solve the Black-Scholes partial differential equation on a strip of finite width. However, for many situations geometric Brownian motion is not an adequate model for stock price, and in recent years Lévy processes have come to be used as models for logarithmic stock price. In this context European options [2, 10, 28, 29, 33, 34], perpetual American options [6, 7, 30], and single barrier options [6, 7, 8, 30] have been examined in detail. Recent papers concerning double barrier options under Lévy processes include [4, 5, 9, 14, 35].

In [3] European double-barrier options were considered whose underlyings are Lévy processes formed by the superposition of a Gaussian and a compound Poisson process with discrete values. The determination of the price of such options leads to a Black-Scholes system which is perturbed by a Toeplitz matrix. On the basis of this observation, an effective algorithm was designed for the computation of the price.

This article is a continuation of the investigation in [3]. In the framework of that market model, we derive a calculable formula (Theorem 4.2) for the value of the European option. We further consider the asymptotics of the price of the double barrier option when the upper and lower barriers tend to $\pm \infty$. We construct and justify asymptotic expansions in which, as might be expected, the main term is the price of the standard European option (without barriers). Numerical examples are provided.

This problem was considered in [3] with barriers which were fixed. The algorithm derived there was based on the calculation of eigenvalues and eigenvectors of a system of differential equations. That algorithm is effective when the quotient $s^+/s^-$ of the barriers (or logarithmically, the difference $x^+ - x^-$ in the notation of Section 2 below) is not very large. In contrast, in the present work we consider the case of $x^+ - x^-$ large. We obtain and justify asymptotic formulas when $x^- \to -\infty \quad (s^- \to 0)$ and $x^+ \to +\infty \quad (s^+ \to \infty)$.

It is well known that the problem of defining the option price $u(x, t)$ in the right way can be delicate. Under our assumptions, we do not have a complete market. As a result, in general an equivalent martingale measure (EMM), which is essential for the valuation of options in this context, is not unique [6, p. 97]. A convenient EMM is produced by the Esscher transform [6, pp. 98–99] with very little calculation. However, our formulas for option evaluation can be used with any preferred EMM; naturally the results produced will depend to some degree on this choice.

In Section 2 we give the necessary background details on the market model and describe the EMM. In Section 3 we describe the Black-Scholes system corresponding to the knock-out double barrier option problem and give the existence result for this system. Section 4 describes the problem of the European option (i.e. without barriers) and includes a calculable formula for its exact solution. Section 5 is devoted to obtaining and justifying the asymptotic expansion of the double barrier option price in the framework of the model. Section 6 specializes the results for double barriers to the classical case for which the market has no jumps. Finally, numerical aspects of the algorithm are discussed in Section 7.

\footnote{The classical Black-Scholes formula, which refers specifically to put and call options, is technically excluded from our discussion since it involves a payoff which is not in $L^2(\mathbb{R})$.}
2 Market Model

2.1 Notation and terminology

The mathematical setting will be that of a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t), P)\) on which \(\{X_t\}_{t \geq 0}\) is the Lévy process [36, p. 202] specified by its characteristic exponent \(\psi(\xi)\),

\[
\mathbb{E}^P(e^{\xi X_t}) = e^{-\psi(\xi)}, \\
\psi(\xi) = \frac{\hat{\sigma}^2}{2} \xi^2 - i\mu \xi + \lambda \left(1 - \sum_{j=-\infty}^{\infty} \tilde{p}_j e^{ij\xi}\right). \tag{2.1}
\]

Here \(\mathbb{E}^P\) denotes the expected value taken with respect to the probability measure \(P\). The parameters \(\hat{\sigma}, \mu, \lambda, \tilde{p}_j, \tilde{y}_j\) are real numbers subject to the constraints \(\hat{\sigma} > 0, \mu \in \mathbb{R}, \lambda \geq 0, \tilde{p}_j \geq 0, \sum_j \tilde{p}_j = 1\). We consider \(\{X_t\}_{t \geq 0}\) under the assumption that we are given two absorbing barriers, located at \(x^\pm\) where \(x^- < x^+\). Let \(g(x)\) be the payoff function, satisfying \(g \in L_2(\mathbb{R})\).

We denote by \(T_0\) the purchase date of the option, while the expiration date is \(T_1 = T_0 + T\).

Our objective is to compute the expected value of the discounted payoff \(e^{-rT}g(X_{T_1})\) with respect to an equivalent martingale measure (EMM) \(Q\) for \(P\) under the condition that \(X_{T_0}\) is known to be a given value \(x\) in the interval \((x^-, x^+)\). Thus, we look for the quantity

\[
U(x, T_0, T_1) = \mathbb{E}^Q[e^{-r(T_1-T_0)}g(X_{T_1})1_{\eta>T_1}1_{x_{T_0}=x}],
\]

where \(1_{\cdot}\) denotes the characteristic function of a set and where the hitting time \(\eta\) is the random variable

\[
\eta = \inf\{\tau > 0 : X_\tau \in (-\infty, x^-) \text{ or } X_\tau \in [x^+, \infty)\}.
\]

We think of \(T_0\) as being fixed. Then the quantity \(U(x, T_0, T_1)\) is a function of only \(x\) and of \(t = T_1 - T_0\), and therefore we henceforth consider the function

\[
u(x, t) = \mathbb{E}^Q[e^{-rT_1}g(X_{T_0+t})1_{\eta>T_0+t}1_{x_{T_0}=x}]. \tag{2.2}
\]

Thus the value \(S_{0\nu}(x, t)\) may be interpreted as the price for a knock-out double-barrier option. We interpret

\[
S_\tau = S_0 e^{X_\tau} \tag{2.3}
\]

as the market price of a stock at time \(\tau\). The market drift and volatility are \(\hat{\mu}\) and \(\hat{\sigma}\), while the parameter \(r\) is the rate of interest of the riskless asset (bond). Fix \(t > 0\) and let \(X_0 = x\).

At time \(\tau = 0\) the holder pays the premium \(u(x, t)\) to the writer and at time \(\tau = t\) receives in return the payoff \(h(S_\tau) := S_0 g(X_\tau)\) from the writer provided that the barrier condition \(x^- < X_\tau < x^+\), i.e., \(s^- < S_\tau/S_0 < s^+\) (where \(s^\pm = e^{x^\pm}\)), is maintained for all \(\tau \in [0, t]\).

Our assumptions on the market say that

\[
X_\tau = \hat{\sigma}^2 W_\tau + \tilde{\mu} \tau + \sum_{k=1}^{N_\tau} Y_k \tag{2.4}
\]

where \(W_\tau \sim N(0, \sqrt{\tau})\) is normalized Brownian motion, \(\tilde{\mu}\) characterizes the drift, \(N_\tau\) is the Poisson process at rate \(\lambda\),

\[
P(N_\tau = k) = \frac{(\lambda \tau)^k}{k!} e^{-\lambda \tau}, \quad k = 0, 1, 2, \ldots. \tag{2.5}
\]
and $Y_1, Y_2, \ldots$ are independent identically distributed random variables with

$$P(Y_k = \tilde{y}_j) = \tilde{p}_j, \quad j = 0, \pm 1, \pm 2, \ldots \quad (2.6)$$

As was mentioned in the introduction, the choice of an EMM is a delicate matter which can influence the option valuation in an incomplete market. In [12] a specific formula, known as the Esscher transform, was introduced which is easy to calculate and which has been used since in many investigations on option pricing, appearing in standard texts such as [6]. In the present work it does not matter whether or not the Esscher transform is the particular EMM chosen. We will simply assume that $Q$ is an EMM for $P$ determined by some parameters

$$\sigma, \mu, \lambda, p_j, y_j$$

satisfying $\sigma > 0, \mu \in \mathbb{R}, \lambda \geq 0, p_j \geq 0, \sum p_j = 1$, and $y_j = \tilde{y}_j$. The characteristic function $\psi^Q$ of $Q$ is given analogously to (2.1) by

$$\psi^Q(\xi) = \frac{\sigma^2}{2} \xi^2 - i \mu \xi + \lambda \left(1 - \sum_{j=-\infty}^{\infty} p_j e^{iy_j \xi}\right). \quad (2.7)$$

### 2.2 Almost-periodic part of Lévy process

Now we calculate the density function $\rho_Q(y)$ corresponding to the martingale measure $Q$. According to the Lévy-Khintchine formula for the EMM $Q$ [6, p. 105] we have that

$$\rho_Q(y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iy\xi} \frac{d\psi^Q(\xi)}{d\xi} d\xi.$$

We denote by $\Pi_W(\mathbb{R})$ the class of functions of the form

$$J(\xi) = \sum_{j=-\infty}^{\infty} c_j e^{j\sigma_j \xi}, \quad \xi \in \mathbb{R}, \quad (2.8)$$

where $\sigma_j \in \mathbb{R}, c_j \in \mathbb{C}$, and $\sum_{j=-\infty}^{\infty} |c_j| < \infty$. This class $\Pi_W(\mathbb{R})$ is called the class of Wiener almost-periodic functions and is an algebra of functions. Moreover, if the function $F(z)$ is analytic on a neighborhood of the closure of the range of the function $J(\xi)$, then $F(J(\xi)) \in \Pi_W(\mathbb{R})$ (see [26]).

The almost-periodic part of the characteristic exponent $\psi^Q(\xi)$ of $Q$ defined in (2.7) is [17]

$$J_0(\xi) := \lambda \left(1 - \sum_{j=-\infty}^{\infty} p_j e^{iy_j \xi}\right), \quad y_j \in \mathbb{R}, \quad (2.9)$$

where $p_j \geq 0, \sum_{j=-\infty}^{\infty} p_j = 1$ and $J_0 \in \Pi_W(\mathbb{R})$. By the above remarks, we have a representation

$$e^{-tJ_0(\xi)} = \sum_{j=-\infty}^{\infty} c_j(t) e^{j\sigma_j \xi}, \quad \sigma_j \in \mathbb{R}, \quad (2.10)$$

with coefficients in $l_1(\mathbb{C})$, that is

$$\sum_{j=-\infty}^{\infty} |c_j(t)| < \infty. \quad (2.11)$$
Therefore we can write

$$\rho_Q(y) = \frac{1}{2\pi} \sum_{j=-\infty}^{\infty} c_j(t) \int_{-\infty}^{\infty} e^{-\left(\sigma^2/2\right) \xi^2 + i(\mu + y + \sigma_j) \xi} \, d\xi$$

$$= \frac{1}{2\pi} \sum_{j=-\infty}^{\infty} c_j(t) e^{-\left(\mu + y + \sigma_j\right)^2/(2\sigma^2 t)} \times$$

$$\int_{-\infty}^{\infty} \exp\left\{ -\frac{\sigma^2 t}{2} \left[ \xi - i\left(\frac{\mu + y + \sigma_j}{\sigma^2 t}\right) \right]^2 \right\} d\xi$$

$$= \frac{\sqrt{2}}{2\pi \sigma \sqrt{t}} \sum_{j=-\infty}^{\infty} c_j(t) e^{-\left(\mu + y + \sigma_j\right)^2/(2\sigma^2 t)} \int_{-\infty}^{\infty} e^{-\xi^2} \, d\xi,$$

so

$$\rho_Q(y) = \frac{1}{\sigma \sqrt{2\pi t}} \sum_{j=-\infty}^{\infty} c_j(t) e^{-\left(\mu + y + \sigma_j\right)^2/(2\sigma^2 t)}.$$  \hspace{1cm} (2.12)

From this we can see that the measure $Q$ has the form

$$Q(A) = \int_A \rho_Q(y) \, dy,$$

where $A$ is any Borel set of $\mathbb{R}$, and $\rho_Q$ is given by (2.12) and thus is absolutely continuous with respect to Lebesgue measure.

3 The Generalized Black-Scholes Equation

We derive here the partial differential equation (heat equation) which describes solutions to the option problem as a function of $x$ and $t$.

Let $\sigma > 0$ and $r > 0$, and let $\mu, \lambda, p_j$ be the EMM market parameters with $y_j$ as in (2.5), (2.6). Let $x^- < x^+$ and write $I^* = (x^-, x^+)$; we will also abbreviate $x^* = \min(|x^-|, |x^+|)$ when convenient.

3.1 Heat equation for Lévy market

Consider the operator $A$ defined by

$$(Af)(x) := -\frac{\sigma^2}{2} f''(x) - \mu f'(x) + rf(x) + \lambda f(x)$$

$$- \lambda \sum_{j=-\infty}^{\infty} p_j f(x + y_j) 1_{I^*}(x + y_j).$$  \hspace{1cm} (3.1)

We think of $A$ as an operator on $L_2(I^*)$ with the (dense) domain $\mathcal{D}(A) = C^2(\text{clos } I^*)$. In [6] it is shown that the function given by (2.2) satisfies the generalized Black-Scholes equation

$$u_t(x, t) + (Au)(x, t) = 0, \quad (x, t) \in I^* \times (0, \infty).$$  \hspace{1cm} (3.2)
where \( A \) is taken in the variable \( x \), along with the boundary conditions

\[
    u(x, 0) = g(x), \quad x \in \Gamma^*,
\]

(3.3)

while for \( t > 0 \) the function \( u(x, t) \) is continuous in \( x \in \mathbb{R} \) and

\[
    u(x, t) = 0, \quad (x, t) \in (\Gamma^*)^c \times (0, \infty).
\]

(3.4)

Here \( (\Gamma^*)^c := \mathbb{R} \setminus \Gamma^* \) is the region outside the barrier.

More exactly, Theorem 2.13 of [6, p. 65] applies when the Lévy process satisfies the so-called ACP condition [6, p. 59]. For us, when \( \sigma \neq 0 \), the remarks at the end of the previous section show that the measure \( Q \) is absolutely continuous with respect to Lebesgue measure. Therefore by Lemma 2.4 of [6], the ACP condition holds.

Condition (3.4) is in fact superfluous because we consider \( A \) as acting only on \( L_2(\Gamma^*) \).

We may also write (3.2)–(3.4) in the form

\[
    u_t(x, t) = \frac{\sigma^2}{2} u_{xx}(x, t) + \mu u_x(x, t) - (r + \lambda) u(x, t)
    + \lambda \sum_{j=-\infty}^{\infty} p_j u(x + y_j, t) 1_{\Gamma^*}(x + y_j)
\]

(3.5)

on \( \Gamma^* \times (0, \infty) \) with boundary condition

\[
    u(x, 0) = g(x) \quad \text{for} \quad x \in \Gamma^*,
\]

(3.6)

while we have \( u(\cdot, t) \in C^0(\text{clos } \Gamma^*) \) satisfying

\[
    u(x^-, t) = u(x^+, t) = 0 \quad \text{for} \quad t \in (0, \infty).
\]

(3.7)

### 3.2 Associated Cauchy problem

For \( t \in [0, \infty) \), we define \( \bar{u}(t) \in L_2(\Gamma^*) \) by \( (\bar{u}(t))(x) := u(x, t) \). Then problem (3.2)–(3.3) can be interpreted as the Cauchy problem

\[
    \frac{d}{dt} \bar{u}(t) = -A(\bar{u}(t)), \quad \bar{u}(0) = g
\]

(3.8)

in which the operator \( A \) is understood as having (dense) domain \( C_0^2(\text{clos } \Gamma^*) \), the subspace of \( C^2(\text{clos } \Gamma^*) \) of functions vanishing at \( x^\pm \).

**Theorem 3.1.** Let \( A \) be the operator (3.1). Problem (3.8) is well-posed in the sense that \(-A\) generates a \( C^0\)-contraction semigroup and

\[
    \|e^{-tA}g\|_2 \leq e^{-\gamma t}\|g\|_2.
\]

The resolvent operator \( (\lambda I + A)^{-1} \) is compact and hence the spectrum of \(-A\) consists entirely of isolated eigenvalues of finite algebraic multiplicity.
Proof. Writing $D_x = d/dx$, we have

\[ -A = \frac{\sigma^2}{2} D_x^2 + \mu D_x - r1 - \lambda(1 - V) \]  

(3.9)

where $(Vf)(x) := \sum_j p_j f(x+y_j)1_{I'}(x+y_j)$. Clearly, the desired inequality will follow once we have shown that $(\sigma^2/2)D_x^2 + \mu D_x - \lambda(1 - V)$ generates a $C^0$-contraction semigroup. By [3, Theorem 2] and [16, Theorem 2.6.1], it suffices to show that $-\lambda(1 - V)$ is bounded and dissipative. The boundedness is obvious. To show that $-\lambda(1 - V)$ is dissipative, let $\mathcal{F}$ denote the Fourier transform,

$$ (\mathcal{F} f)(\xi) = \int_{-\infty}^{\infty} e^{-ix\xi} f(x) dx $$

($\xi \in \mathbb{R}$), and note that $-\lambda(1 - V)$ can be written as $-\lambda \mathcal{F} J_0 \mathcal{F}^{-1}$ with $J_0(\xi)$ defined by (2.9). Since

$$ \text{Re} \left( \langle -\lambda(1 - V)f, f \rangle \right) = -\lambda \text{Re} \langle 1_{I'} \mathcal{F} J_0 \mathcal{F}^{-1} f, f \rangle $$

\[ = -\lambda \text{Re} \langle \mathcal{F} J_0 \mathcal{F}^{-1} f, f \rangle = -\lambda \text{Re} \langle J_0 \mathcal{F}^{-1} f, \mathcal{F}^{-1} f \rangle \leq 0 \]

(recall that $\text{Re} J_0 \geq 0$), we see that $-\lambda(1 - V)$ is dissipative.

Finally, since $(\sigma^2/2)D_x^2 + \mu D_x - r1$ has compact resolvent and using [22, p. 187], we see by (3.9) that $-A$ differs from $(\sigma^2/2)D_x^2 + \mu D_x - r1$ by a bounded operator, and deduce that $-A$ must also have a compact resolvent [22, p. 214].

Consider the non-homogeneous Cauchy problem corresponding to problem (3.8),

$$ \frac{d}{dt} \tilde{u}(t) = -(A\tilde{u})(t) + \tilde{f}(t), \quad \tilde{u}(0) = g, \quad (3.10) $$

where for each $t$, the function $\tilde{f}(t)(x) = f(t,x)$ is in $L_2(I')$, and $\tilde{f}(t)$ varies continuously in $t$ as an element of $L_2(I')$.

Let $\tilde{u}_0(t) = e^{-tA}g$ be the solution of problem (3.8). Then by [24, Section 61] the solution of (3.10) is unique and has the form

$$ \tilde{u}(t) = \tilde{u}_0(t) + \int_0^t \tilde{u}_0(t - \tau) \tilde{f}(\tau) d\tau. $$

This produces the function $u(x,t) = \tilde{u}(t)(x)$, which according to Theorem 3.1 satisfies the following $L_2$-estimate, which we will use in Section 5:

$$ \|u(\cdot, t)\|_2 \leq e^{-r_1 t} \|g\|_2 + \int_0^t e^{-r_1(t-\tau)} \|f(\cdot, \tau)\|_2 d\tau $$

\[ \leq e^{-r_1 t} \|g\|_2 + \int_0^t \|f(\cdot, \tau)\|_2 d\tau. \]  

(3.11)
4 European Option with a Compound Poisson Component

In this section we derive a calculable formula (Theorem 4.2) for the value of a European option on an underlying driven by a Lévy process with jump discontinuities. Furthermore, we prove growth estimates on the value of this option as a function of barriers tending simultaneously to $\pm \infty$. These estimates will be needed to justify the asymptotic formulas of sections 5 and 6.

4.1 Formula for European option

Consider the standard European style option (i.e., no barriers) in the particular case of the time-$\tau$ stock price of the form (1.2) where $X_t$ is a Lévy process satisfying (2.4)-(2.6) with characteristic exponent of the form (1.1). Analogously to (2.2) we look now for the quantity

$$u_{so}(x, t) = \mathbb{E}_Q \left[ e^{-\tau g X_{T_0 + t}} | F_{T_0} \right] X_{T_0} = x$$

where $Q$ is an EMM for $P$. The value $S_0 u_{so}(x, t)$ may be interpreted as the price of a European option with payoff $g(x)$ at expiry date $T_1 = T_0 + t$. At time $\tau = 0$ the holder pays a premium of $u(x, t)$ to the writer and at time $\tau = t$ receives in return the amount

$$h(S_t) = S_0 e^{\mathbb{E}(X_t)}$$

According to [6, Ch. 4, p. 105] the value (4.1) can be represented in the form

$$u_{so}(x, t) = \frac{e^{-\tau t}}{2\pi} \int_{-\infty}^{\infty} e^{-i \tilde{g}(\xi) + i \xi x} \tilde{g}(\xi) d\xi$$

(4.2)

where $\tilde{g} = \mathcal{F} g$ is again the Fourier transform of $g$. We thus have that

$$u_{so}(x, t) = e^{-\tau t} \left( \mathcal{F}^{-1} e^{-i \tilde{g}(\xi)} \mathcal{F} g \right)(x, t).$$

(4.3)

**Theorem 4.1.** Let $g \in L_2(\mathbb{R})$. Then for $t > 0$,

$$\| u_{so}(\cdot, t) \|_{L_2(\mathbb{R})} \leq e^{-\tau t} \| g \|_{L_2}$$

and

$$\lim_{\tau \to \pm \infty} \| u_{so}(\cdot, \tau) \|_{L_2([\tau, \infty))} = 0$$

uniformly in the interval $\tau \in [\tau_0, t]$ for any $\tau_0$ between 0 and $t$.

**Proof.** From the Lévy-Khintchine for $Q$ we have that $\operatorname{Re} \psi^Q(\xi) \geq 0$ for all $\xi \in \mathbb{R}$, consequently $\| e^{-i \xi} \tilde{g} \|_{L_2} \leq \| \mathcal{F} g \|_{L_2}$. It is well known that $\| \mathcal{F} g \|_{L_2} = \| g \|_{L_2}$ for an arbitrary function $g \in L_2(\mathbb{R})$, so the norm inequality on $L_2(\mathbb{R})$ is verified. Consider now the function

$$a(\tau, x^- , x^+) := e^{-\tau t} \| u_{so}(\cdot, \tau) \|_{L_2([\tau, \infty))}$$

(where $t$ is ). This function is continuous in $\tau$ on the interval $[\tau_0, t]$ by (4.3) and for any fixed $\tau \in [\tau_0, t]$,

$$\lim_{x \to \pm \infty} a(\tau, x^- , x^+) = 0.$$

Since $g$ is in $L_2(\mathbb{R})$, we have uniform convergence as claimed. \qed
Recalling (2.9), (2.10), we can now rewrite (4.2) as

\[ u_\infty (x, t) = \frac{e^{-rt}}{2\pi} \sum_{j=-\infty}^{\infty} c_j(t) \int_{-\infty}^{\infty} e^{i\xi x} \left( e^{-\frac{\xi^2}{2\tau t}} \right) \left( e^{i(\mu t + \sigma_j)\xi} \right) \hat{g}(\xi) \, d\xi. \]

By properties of the Fourier transform of the product, this becomes

\[ u_\infty (x, t) = e^{-rt} \sum_{j} c_j(t) \int_{-\infty}^{\infty} g(\xi + \mu t + \sigma_j) \gamma(\xi - x) \, d\xi \]

where

\[ \gamma(\xi) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\eta \xi} e^{-\frac{\xi^2}{2\tau t}} \, d\eta \]

\[ = e^{-\frac{\xi^2}{2\tau t}} \int_{-\infty}^{\infty} e^{-\frac{\xi^2}{2\tau t}} e^{-\frac{\xi^2}{2\tau t}} \, d\eta \]

\[ = \frac{\sqrt{2}}{2\pi \sqrt{\tau t}} e^{-\frac{\xi^2}{2\tau t}} \int_{-\infty}^{\infty} e^{-\nu^2} \, d\nu, \]

so

\[ \gamma(\xi) = \frac{1}{\sigma \sqrt{2\pi t}} e^{-\xi^2/(2\sigma^2 t)}. \]

Recall that \( t \) is strictly positive in the above reasoning. We have proved the following theorem, which shows how we can recover \( u_\infty (x, t) \) if we know the numbers \( \sigma_j \) and \( c_j(t) \). But it is easy to see that \( (\sigma_j) \) is the subgroup of \( \mathbb{R} \) generated by \( \{y_j\} \), while \( c_j(t) \) is given by the formula

\[ c_j(t) = \lim_{N \to \infty} \frac{1}{2N} \int_{-N}^{N} e^{-t J_0(\xi) - i\sigma_j \xi} \, d\xi. \] (4.4)

**Theorem 4.2.** The fair price \( u_\infty (x, t) \) of a European option with payoff \( g(x) \) under the Lévy process \( X_t \) is given by the formula

\[ u_\infty (x, t) = \frac{1}{\sigma \sqrt{2\pi t}} e^{-rt} \sum_{j=-\infty}^{\infty} c_j(t) \int_{-\infty}^{\infty} g(\xi + \mu t + \sigma_j) e^{-\left(\xi-x\right)^2/(2\sigma^2 t)} \, d\xi \] (4.5)

for \( x \in \mathbb{R} \) and \( t > 0 \), where the coefficients \( c_j \) and \( \sigma_j \) are determined by (2.10) and (4.4).

If the function \( J_0(\xi) \) is \( a \)-periodic, i.e., if

\[ J_0(\xi) = a \left( 1 - \sum_{j=-\infty}^{\infty} p_j e^{(2\pi/a)\xi} \right), \] (4.6)

then \( e^{-t J_0(\xi)} \) is also \( a \)-periodic; that is, formula (4.5) takes the form

\[ u_\infty (x, t) = \frac{1}{\sigma \sqrt{2\pi t}} e^{-rt} \sum_{j=-\infty}^{\infty} c_j(t) \int_{-\infty}^{\infty} g(\xi + \mu t + \frac{2\pi}{a} \xi) e^{-\left(\xi-x\right)^2/(2\sigma^2 t)} \, d\xi \]

with

\[ c_j(t) = \frac{1}{a} \int_{0}^{\frac{2\pi}{a}} e^{-t J_0(\xi) - i(2\pi/a)\xi} \, d\xi, \] (4.7)
The rate of convergence of the series (2.11) under the condition (4.6) depends on properties of the function \( J_0(\xi) \). If \( J_0(\xi) \in C^k[0, a] \), that is \( J_0^{(k)}(\xi) \in C^0[0, a] \), then
\[
|c_j(t)| \leq C_j |t|^{-k}.
\]

If the associated function \( \tilde{J}_0(z) := \lambda \left( 1 - \sum_j p_j z^j \right) \) is analytic in the annulus
\[
\{ z \in \mathbb{C} : \rho \leq |z| \leq \frac{1}{\rho} \},
\]
for some given \( \rho, 0 < \rho < 1 \), then in fact
\[
|c_j(t)| \leq C \rho^{-j}
\]
for some \( C \rho > 0 \) depending on \( \rho \). When \( J_0(\xi) \) is a (trigonometric) polynomial of the form
\[
J_0(\xi) = \lambda \left( 1 - \sum_{j=-N}^{N} p_j e^{j(2\pi/\rho)\xi} \right),
\]
then \( \tilde{J}_0(z) \) is analytic in \( \mathbb{C} \setminus \{0\} \) and so the growth estimate on \( c_j(t) \) holds for all \( \rho \in (0, 1) \).

For the corresponding value of the European option in a market without jumps, see equation (6.25) below.

### 4.2 Payoff with compact support

Now let \( g \) have compact support. Then it is possible to be more precise regarding the rate of convergence in Theorem 4.1. This is because the Fourier transform \( \hat{g}(\xi) \) is now an entire function of exponential type (see [1]) whose derivatives are bounded and square-integrable on horizontal lines:
\[
x \mapsto \hat{g}^{(k)}(x + ip) \in L_\infty(\mathbb{R}) \cap L_2(\mathbb{R})
\]
for every \( \rho \in \mathbb{R} \).

**Theorem 4.3.** Let \( g \) be a function in \( L_2(\mathbb{R}) \) and of compact support. If the almost-periodic function \( J_0(\xi) \) of (2.9) has bounded \( k \)-th derivative, then for \( |x^\pm| \) large enough,
\[
\|u_{\infty}(\cdot, t)\|_{L_2(|x^\pm| \gamma)} \leq C_k (|x^-|^{-k} + |x^+|^{-k})
\]
where \( C_k > 0 \) does not depend on \( x^\pm \) or \( t \).

Let \( \rho > 0 \). If \( J_0(\xi) \) admits analytic continuation to the horizontal strip
\[
\{ \xi \in \mathbb{C} : |\text{Im} \xi| \leq \rho \}
\]
in such a way that
\[
\sup_{|\text{Im} \xi| \leq \rho} \text{Re} J_0(\xi) < \infty,
\]
then
\[
\|u_{\infty}(\cdot, t)\|_{L_2(|x^\pm| \gamma)} < C_p \left( e^{-\gamma |x^-|} + e^{-\gamma |x^+|} \right),
\]
where $C_\rho$ does not depend on $t$ or $x^-, x^+$.

If $J_0(\xi)$ is an almost-periodic polynomial, i.e., if

$$J_0(\xi) = \lambda \left( 1 - \sum_{j=-M}^{M} p_j e^{i\beta_j \xi} \right),$$

then the estimate (4.12) holds for all $\rho > 0$.

\textbf{Proof.} We have that $\tilde{g}(\xi)$ is an entire function and condition (4.9) holds, so when $J_0(\xi)$ has bounded $k$-th derivative we can integrate (4.2) by parts $k$ times to obtain

$$u_{\infty}(x, t) = \frac{e^{-rt}}{2\pi} \frac{1}{(ix)^k} \int_{-\infty}^{\infty} \left( e^{-t\tilde{g}(\xi)} \right)^{(k)} e^{i\xi x} d\xi,$$

where $\left( e^{-t\tilde{g}(\xi)} \right)^{(k)} \in L_2(\mathbb{R})$. Analogously to the proof of Theorem 4.1, one verifies statement (4.10).

Now let (4.11) hold. Then it is possible to shift the contour of integration vertically in (4.2), and we have for $x > 0$

$$u_{\infty}(x, t) = \frac{e^{-rt}}{2\pi} \int_{-\infty+ip}^{\infty+ip} e^{-t\tilde{g}(\xi)} e^{i\xi x} d\xi$$

$$= \frac{e^{-rt}}{2\pi} e^{-\rho x} \int_{-\infty}^{\infty} e^{-t\tilde{g}(\xi+ip)} e^{i\xi x} d\xi$$

Thus according to (4.9) there is a bound

$$\|u_{\infty}(\cdot, t)\|_{L_2(\mathbb{R}, \mathbb{R})} \leq C_\rho e^{-\rho x^+}$$

for some constant $C_\rho$.

One treats the case $x < 0$ analogously and thus (4.12) is verified. If $J_0(\xi)$ is an almost-periodic polynomial, then (4.12) holds for every $\rho > 0$ and the last statement of the theorem is proved. \hfill \Box

\subsection*{4.3 $x$-derivative of European option}

Let us suppose $x^+ - x^- > 2$ and decompose the interval $I^*$ of the barrier as the union of the shortened interval

$$I_1^* = (x^- + 1, x^+ - 1)$$

and the ends

$$(I_1^*)^c := I^* \setminus I_1^* = (x^-, x^- + 1] \cup [x^+ - 1, x^+).$$

We will need estimates on the $L_2$-norms of the $x$-derivative of $u_{\infty}(x, t)$ on the set $(I_1^*)^c$, as given in the results below.

\textbf{Theorem 4.4.} Let $g \in L_2(\mathbb{R})$. Then for $|x^+|$ large enough, the European option $u_{\infty}$ satisfies

$$\left\| \frac{\partial}{\partial x} u_{\infty}(x, \tau) \right\|_{L_2((I_1^*)^c)} \leq C_0 \left( \frac{\exp\left(\frac{-(x^+/2\sigma)^2}{2\sigma^2 \tau}\right)}{x^+ \tau} + \frac{b(x^+)}{\tau^{3/4}} \right),$$
where \( C_0 \) is a constant, \( x^* := \min(|x^-|,|x^+|) \), and \( b(x) \) is a function which does not depend on \( \tau \in (0, t] \), satisfying
\[
\lim_{x \to \infty} b(x) = 0.
\]

**Proof.** From (4.5) one may calculate that
\[
\frac{\partial}{\partial x} u_\infty(x, \tau) = \frac{1}{\sigma^3 \sqrt{2\pi \tau^3}} e^{-x^2} \sum_{j=-\infty}^{\infty} c_j(\tau) \int_0^\infty g(\xi + \mu + \sigma_j) \times (\xi - x)e^{-(\xi - x)^2/(2\sigma^2)} d\xi.
\]

Introduce the function
\[
F(x, \tau) := \int_{-\infty}^\infty f(\xi)(\xi - x)e^{-(\xi - x)^2/(2\sigma^2 \tau)} d\xi
\]
where \( f \in L_2(\mathbb{R}) \), and note that
\[
\|F(\cdot, \tau)\|_{L_2(I_\tau')} = \left( \int_{I_\tau'} \left| \int_{-\infty}^\infty f(\xi)(\xi - x)e^{-(\xi - x)^2/(2\sigma^2 \tau)} d\xi \right|^2 dx \right)^{1/2} \leq A_1(\tau) + A_2(\tau)
\]
where
\[
A_1(\tau) := \left( \int_{I_\tau'} \left| \int_{\xi'}^{x'/2} f(\xi)(\xi - x)e^{-(\xi - x)^2/(2\sigma^2 \tau)} d\xi \right|^2 dx \right)^{1/2},
\]
\[
A_2(\tau) := \left( \int_{I_\tau'} \left| \int_{\xi' - x/(\sigma \sqrt{\tau})}^{x'/(\sigma \sqrt{\tau})} f(\xi)(\xi - x)e^{-(\xi - x)^2/(2\sigma^2 \tau)} d\xi \right|^2 dx \right)^{1/2}.
\]
We bound the integrals \( A_1(\tau), A_2(\tau) \) using the Cauchy-Buniakowski-Schwarz inequality. First,
\[
A_1(\tau) \leq \|f\|_{L_2(\mathbb{R})} \left( \int_{I_\tau'} \left( \int_{\xi'}^{x'/2} (\xi - x)^2 e^{-(\xi - x)^2/(2\sigma^2 \tau)} d\xi \right) dx \right)^{1/2}
\]
\[
\leq \tau^{3/4} \|f\|_{L_2(\mathbb{R})} \left( \int_{I_\tau'} \left( \int_{(x - x'/2)/(\sigma \sqrt{\tau})}^{x'/2} v^2 e^{-v^2/(2\sigma^2)} dv \right) dx \right)^{1/2}.
\]
The integration endpoints \((x - x'/2)/(\sigma \sqrt{\tau})\) and \((x + x'/2)/(\sigma \sqrt{\tau})\) tend to \( \pm \infty \). Applying the asymptotic Laplace method we have
\[
A_1(\tau) \leq C_1 \tau^{3/4} \|f\|_{L_2(\mathbb{R})} \left( \int_{I_\tau'} \left( \frac{|x - x'|}{\sqrt{\tau}} e^{-(x - x^*/2)^2/(2\sigma^2 \tau)} + \frac{|x - x'|}{\sqrt{\tau}} e^{-(x - x^*/2)^2/(2\sigma^2 \tau)} \right) dx \right)^{1/2}
\]
\[
\leq C_2 \tau^{1/2} \|f\|_{L_2(\mathbb{R})} \left( \frac{|x^* - 1|}{2} e^{-((x^* - 1)/2)^2/(2\sigma^2 \tau)} + \frac{|x^* + 1|}{2} e^{-((x^* + 1)/2)^2/(2\sigma^2 \tau)} \right)
\]
where \( C_1, C_2 \) are constants that do not depend on \( x \) and \( \tau \). Analogously,

\[
A_2(\tau) \leq \|f\|_{L_2(\mathbb{R})} \left( \int_{|x|^2} \left( \int_{|x|^2} (\xi - x)^2 e^{-((\xi-x)^2)/(\sigma^2\tau)} \, d\xi \right) dx \right)^{1/2} \\
\leq \tau^{3/4} \|f\|_{L_2(\mathbb{R})} \left( \int_{|x|^2} \left( \int_{-\infty}^{\infty} \nu^2 e^{-\nu^2/\sigma^2} \, d\nu \right) \, dx \right)^{1/2} \\
= \sqrt{2} \tau^{3/4} d(\sigma) \|f\|_{L_2(\mathbb{R})},
\]

where

\[
d(\sigma) = \left( \int_{-\infty}^{\infty} \nu^2 e^{-\nu^2/\sigma^2} \, d\nu \right)^{1/2}.
\]

These bounds on \( A_1(\tau), A_2(\tau) \) give

\[
\|F(\cdot, \tau)\|_{L_2(\mathbb{R})} \leq C \tau^{1/2} \|f\|_{L_2(\mathbb{R})} \left\{ \frac{|x|^4}{2} e^{-((x^2-1)/2)^2/(2\sigma^2\tau)} + \frac{|x|^4}{2} e^{-((x^2+1)/2)^2/(2\sigma^2\tau)} + \tau^{3/4} \|f\|_{L_2(\mathbb{R})} \right\}
\]

(4.14)

where the constant \( C \) does not depend on \( x \) and \( \tau \). Now recalling (4.13) we apply (4.14) to \( f(\xi) = g(\xi - \mu - \sigma j)(\xi - x) \) for each \( j \) to obtain the following estimate: if we denote

\[
a(\tau^-) := \left( \frac{|x|^4}{2} e^{-((x^2-1)/2)^2/(2\sigma^2\tau)} + \frac{|x|^4}{2} e^{-((x^2+1)/2)^2/(2\sigma^2\tau)} \right)
\]

then

\[
\| \frac{\partial}{\partial x} u(x, \tau) \|_{L_2(\mathbb{R})} \leq \frac{c}{\sigma^3 \sqrt{2\pi}} e^{-\tau(\sum_{j=\infty}^{\infty} |c_j(\tau)|)} \|g\|_{L_2(\mathbb{R})} a(\tau^-) + \frac{c}{\sigma^3 \sqrt{2\pi}} \sum_{j=\infty}^{\infty} |c_j(\tau)| \|g(\cdot + (\mu + \sigma j))\|_{L_2(\mathbb{R})}
\]

It is easy to show that the convergence of the series \( \sum_{j=\infty}^{\infty} |c_j(\tau)| \) is uniform in \( \tau \in [0, \tau] \). So on the one hand

\[
\sum_{j=\infty}^{\infty} |c_j(\tau)| \leq M,
\]

where \( M \) does not depend on \( \tau \), and on the other hand for any \( \epsilon > 0 \) there exists \( N = N(\epsilon) \) not depending on \( \tau \) such that

\[
\sum_{|b| > N} |c_b(\tau)| \leq \epsilon.
\]

Thus we have that

\[
\| \frac{\partial}{\partial x} u(x, \tau) \|_{L_2(\mathbb{R})} \leq \frac{cM}{\sigma^3 \sqrt{2\pi}} e^{-\tau(\sum_{j=\infty}^{\infty} |c_j(\tau)|)} \|g\|_{L_2(\mathbb{R})} a(\tau^-) + \frac{cM}{\sigma^3 \sqrt{2\pi}} \sum_{j=\infty}^{\infty} e^{-\tau(\sum_{j=\infty}^{\infty} |c_j(\tau)|)} \|g(\cdot + (\mu + \sigma j))\|_{L_2(\mathbb{R})} + \frac{c}{\sigma^3 \sqrt{2\pi}} e^{-\tau(\sum_{j=\infty}^{\infty} |c_j(\tau)|)} \|g\|_{L_2(\mathbb{R})} \cdot \epsilon.
\]

(4.15)
Here we have taken $|x^2|$ large enough such that for $|j| \leq N$ and $x \in \mathbb{R} \setminus (x^-/2, x^+/2)$,

$$x + (\mu t + \sigma_j) \in \mathbb{R} \setminus \left(\frac{x^-}{4}, \frac{x^+}{4}\right).$$

Therefore (4.15) implies the following estimate,

$$||\frac{\partial}{\partial x} u_{\infty}(x, \tau)||_{L^2(I^\tau)} \leq C_0 \left(\frac{a(x^-, x^+, \tau) + b(x^+)}{\tau^{3/4}}\right),$$

where $x^+ = \min(|x^-|, |x^+|)$. $C_0$ is a constant not depending on $\tau$, and as required, we have $\lim_{x \to \infty} b(x) = 0$. This concludes the proof.

The analysis of Theorem 4.4 allows us to be more precise regarding the rate of convergence when we impose additional conditions on $g(x)$ and $J_0(\xi)$. In particular the following result holds.

**Theorem 4.5.** Let $g$ be a function in $L_2(\mathbb{R})$ and of compact support. If the almost-periodic part $J_0(\xi)$ of the characteristic function of $Q$ is periodic and has bounded $k$-th derivative, $k \geq 2$, then for $|x^2|$ large enough,

$$||\frac{\partial}{\partial x} u_{\infty}(x, \tau)||_{L^2(I^\tau)} \leq C_k \left(\frac{e^{-(x^+)^2/(2\sigma^2 \tau)}}{x^+ \tau} + \frac{1}{(x^+)^{k-1} \tau^{3/4}}\right),$$

where $C_k$ does not depend on $\tau$.

If moreover, the function $J_0(\xi)$ admits analytic continuation in a horizontal strip $\{\xi: |\text{Im}\xi| \leq \rho\}$ such that condition (4.11) holds, then

$$||\frac{\partial}{\partial x} u_{\infty}(x, \tau)||_{L^2(I^\tau)} \leq C_{\hat{\rho}} \left(\frac{e^{-(x^+)^2/(2\sigma^2 \tau)}}{x^+ \tau} + \frac{e^{-\hat{\rho} x^+}}{\tau^{3/4}}\right),$$

where $\hat{\rho} < \rho$ is any positive number and $C_{\hat{\rho}}$ does not depend on $\tau$.

## 5 Asymptotics of Barrier Options

We now return to the question of barriers. In this section we will determine the asymptotics of the option price as the barriers $x^\pm$ tend to $\pm \infty$ for Lévy processes with jumps.

### 5.1 Auxiliary heat equation

By construction, the function $u_{\infty}$ defined by (4.1) or (4.2) solves the problem

$$\frac{\partial}{\partial t} u_{\infty}(x, t) + (A_{\infty} u_{\infty})(x, t) = 0, \quad (x, t) \in \mathbb{R} \times (0, \infty),$$

$$u_{\infty}(x, 0) = g(x),$$

where the operator $A_{\infty}$ is defined analogously to (3.1) but without reference to barriers:

$$(A_{\infty} f)(x) = -\frac{\sigma^2}{2} f''(x) - \mu f'(x) + rf(x) + \lambda f(x) - \lambda \sum_{j=-\infty}^{\infty} p_j f(x + y_j)$$

$$= (Af)(x) + \lambda \sum_{j=-\infty}^{\infty} p_j f(x + y_j) 1_{[y_j, y_j)}(x + y_j)$$

(5.3)
for \( x \in \mathbb{R} \).

We think of \( A_\infty \) as an operator on \( L_2(\mathbb{R}) \) with the (dense) domain

\[
\mathcal{D}(A_\infty) = C^2_\infty(\mathbb{R}) \cap L_2(\mathbb{R}),
\]

where \( C^2_\infty(\mathbb{R}) \) is the set of all functions having continuous first and second derivatives belonging to \( L_2(\mathbb{R}) \).

Recall the set \( I_1^* \) introduced in Subsection 4.3. Let \( \chi \in C_\infty(\mathbb{R}) \) have support \( \text{supp} \chi \subseteq I_1^* \) and satisfy \( \chi(x) = 1 \) for all \( x \) in a neighborhood of \( \text{clos} I_1^* \), so in particular \( \chi^{(k)}(x^+ + 1) = \chi^{(k)}(x^- + 1) = 0 \) for \( k \geq 1 \). We introduce the difference

\[
u_0(x, t) := u_\infty(x, t)\chi(x) - u(x, t), \quad x \in I_1^*, \tag{5.4}\]

where \( u(x, t) \) is the solution of problem (3.5)–(3.7). Since the application of barriers tends to reduce the value of an option, one would naturally expect that \( u_0(x, t) > 0 \).

Let us evaluate the corresponding heat equation operator for \( u_0 \). By (3.2) and (5.3),

\[
\frac{\partial}{\partial t} u_0 + Au_0 = (\frac{\partial}{\partial t} u_\infty)\chi + A(u_\infty\chi);
\]

note that the summation \( \sum p_j u_\infty(x + y_j, t)\chi(x + y_j) \Omega_{\{r, \rho\}}(x + y_j) \) has vanished, since \( \chi \Omega_{\{r, \rho\}} = 0 \) identically. We expand the last term to obtain

\[
(A(u_\infty\chi))(x, t) = -\left(\frac{\sigma^2}{2} \frac{\partial^2 u_\infty}{\partial x^2} + \mu \frac{\partial u_\infty}{\partial x} + (r - \lambda) u_\infty \right)(x, t)\chi(x)
\]

\[
- u_\infty(x, t)\left(\frac{\sigma^2}{2}\chi''(x) + \mu \chi'(x) \right)
\]

\[- \lambda \sum p_j u_\infty(x + y_j, t)\chi(x + y_j). \]

In the light of this expression, since we consider problems (3.2)–(3.3) and (5.1)–(5.2) with the same \( g(x) \), our auxiliary function \( u_0(x, t) \) solves by construction the problem

\[
\frac{\partial}{\partial t} u_0(x, t) + Au_0(x, t) = f_1(x, t) + f_2(x, t) + f_3(x, t), \quad (x, t) \in I_1^* \times (0, \infty), \tag{5.5}
\]

\[
u_0(x, 0) = g_1(x), \quad x \in I_1^*, \tag{5.6}
\]

\[
u_0(x^+, t) = u_0(x^+, t) = 0, \quad t \in (0, \infty), \tag{5.7}
\]

where we have abbreviated

\[
f_1(x, t) = \lambda \sum_{j=-\infty}^{\infty} p_j u_\infty(x + y_j, t)(\chi(x + y_j) - \chi(x)),
\]

\[
f_2(x, t) = -u_\infty(x, t)(\frac{\sigma^2}{2}\chi''(x) + \mu \chi'(x)), \text{ and}
\]

\[
f_3(x, t) = -\sigma^2 \frac{\partial u_\infty(x, t)}{\partial x} \chi(x),
\]

\[
g_1(x) = g(x)(\chi(x) - 1).
\]
5.2 Asymptotics of auxiliary function

We will show that $f_1$, $f_2$, $f_3$, and $g_1$ have $L_2$-norms tending to zero when $x^\pm \to \infty$. It will follow that the (unique) solution of problem (5.5)--(5.7) is small, see (3.10)--(3.11). More exactly, we have the following result.

**Theorem 5.1.** If $g \in L_2(\mathbb{R})$, then the problem (5.5)--(5.7) has a unique solution $u_0$. This solution satisfies

$$\lim_{x^\pm \to \pm \infty} \|u_0(x, \tau)\|_{L_2(\tau)} = 0.$$ 

**Proof.** According to (3.11) and (5.5),

$$\|u_0(\cdot, \tau)\|_2 \leq e^{-\kappa\tau} \|g_1\|_2 + \int_0^\tau \left( \|f_1(\cdot, \tau)\|_2 + \|f_2(\cdot, \tau)\|_2 + \|f_3(\cdot, \tau)\|_2 \right) d\tau. \tag{5.8}$$

From the definition of $g_1$ it follows easily that $\lim_{x^\pm \to \pm \infty} \|g_1\|_2 = 0$. We proceed to estimate $f_1(x, \tau)$ as follows,

$$\|f_1(\cdot, \tau)\|_2 \leq 2\lambda \sum_{j=-\infty}^{\infty} p_j \|u_0(\cdot, \tau)\|_{L_2(\tau(y_j))},$$

where we have taken the norms over the shifted intervals

$$I^*(y_j) := \left\{ (x^-, y_j, x^- + 1) \cup (x^+, y_j, x^+), \quad y_j > 0, \right. \left. (x^-, x^- + y_j) \cup (x^+, x^+ - y_j), \quad y_j < 0. \right\}$$

Let $\epsilon > 0$ be small. Then take $N = N(\epsilon)$ large enough so that

$$2\lambda \|u_0(\cdot, \tau)\|_2 \sum_{j < N} p_j \leq \epsilon.$$ 

Then we have

$$\|f_1(\cdot, \tau)\|_2 \leq \lambda \sum_{j = -N}^{N} p_j \|u_0(\cdot, \tau)\|_{L_2(I^*(y_j))} + \epsilon.$$ 

According to Theorem 4.1, each term above of the sum tends to zero uniformly in $\tau$ when $x^\pm \to \pm \infty$, so for $|x^\pm|$ large enough we have

$$\|f_1(\cdot, \tau)\|_2 \leq \epsilon + \epsilon = 2\epsilon$$

and thus $\lim_{x^\pm \to \pm \infty} \|f_1(\cdot, \tau)\|_2 = 0$.

Next, taking into account that the function $(\sigma^2/2)\chi''(x) + \mu\chi'(x)$ is bounded with support in $(I^*_\tau)^c$, we have $\lim_{x^\pm \to \pm \infty} \|f_2(\cdot, \tau)\|_2 = 0$. Note that the convergence is uniform in $\tau \in [0, t]$.

Finally, we use Theorem 4.4 to estimate the last term in (5.8). Noting that $\chi'(x)$ is bounded with support in $(I^*_\tau)^c$, say $|\chi'(x)| < M^\prime$, we have

$$\int_0^\tau \|f_3(\cdot, \tau)\|_2 d\tau \leq \sigma^2 M \int_0^\tau \left\| \frac{d\mu}{dx}(\cdot, \tau) \right\|_{L_2(I^*(y_j))} d\tau$$

$$\leq \sigma^2 C_0 M \left( \frac{1}{x^+} \int_0^x \frac{1}{\tau} e^{-\chi'(x)/2)^2/(\tau \sigma^2)} d\tau + b(x^+) \int_0^\tau \frac{d\tau}{\tau^{3/4}} \right)$$

$$\leq \sigma^2 C_0 M \left( \frac{1}{x^+} \int_0^{\infty} \frac{1}{v} e^{-1/v} dv + 4b(x^+) v^{1/4} \right)$$

$$\leq \sigma^2 C_0 M \left( \frac{1}{x^+} \int_0^{\infty} \frac{1}{v} e^{-1/v} dv + 4b(x^+) v^{1/4} \right)$$
where \( x^* := \min(|x^-|,|x^+|) \) and \( C_0, b(x) \) are as in Theorem 4.4. This clearly tends to zero as \( x^* \to \infty \), because \((1/\nu)e^{-\nu x^*}\) is integrable and the interval of integration degenerates. Thus the proof is complete. \( \Box \)

Theorem 5.1 justifies that \( u_{\infty}(x,t) \) is the main term of the asymptotic expansion of \( u(x,t) \).

Indeed, we have shown

\[
  u(x,t) = u_{\infty}(x,t) + O(x,t)
\]

in the \( L_2 \)-sense, where \( O(x,t) \) refers to (see (5.4))

\[
  -u_{\infty}(x,t)(1 - \chi(x)) - u_0(x,t).
\]

Thus according to Theorem 4.1, for arbitrary \( g \in L_2(\mathbb{R}) \) and characteristic exponent \( \psi^0(\xi) \) of (2.1) we have that

\[
  \lim_{x^* \to \pm \infty} \|O(x,t)\|_2 = 0. \tag{5.10}
\]

The rate of convergence in (5.10) depends on properties of the functions \( g(x) \) and \( \psi^0(\xi) \).

Suppose that \( \text{supp} g(x) \) is compact and that the function \( J_0(\xi) \) has bounded \( k \)-th derivative, for some \( k \geq 2 \). Then from Theorems 4.3 and 4.5,

\[
  \|O(\cdot,t)\|_2 \leq d_1(k)(x^*)^{-k-1},
\]

where \( d_1(k) \) is a constant that does not depend on \( x^- \) and \( x^+ \). If furthermore \( J_0(\xi) \) admits analytic continuation in a horizontal strip \( \{\text{Im} \xi < \rho\} \) such that condition (4.12) holds, then

\[
  \|O(\cdot,t)\|_2 \leq d_2(\rho)e^{-d_3x^*} \tag{5.11}
\]

where the positive constants \( d_2(\rho) \), \( d_3 \) do not depend on \( x^- \) and \( x^+ \).

6 Asymptotics: Black-Scholes Case

We now consider the situation that \( J_0(\xi) = 0 \); that is, the characteristic exponent in (2.1) (see (2.9)) with respect to the (unique) equivalent martingale measure can be reduced to the form

\[
  \psi^0(\xi) = \frac{\alpha^2}{2}\xi^2 - i(r - \frac{\alpha^2}{2})\xi. \tag{6.1}
\]

This is the classical Black-Scholes model. The results of Section 5 can be specialized to this case, and from (5.9)–(5.10) we see that \( u_{\infty}(x,t) \) is the main term of the asymptotic expansion for the function \( u(x,t) \) in the sense of the \( L_2 \)-norm as \( x^* \to \pm \infty \). Moreover, if \( \text{supp} g(x) \) is compact, then by (5.11) the remainder term \( O(\cdot,t) \) in (5.9) has the following norm estimate,

\[
  \|O(\cdot,t)\|_2 \leq d_p e^{-px^*}, \tag{6.2}
\]

where \( d_p \) depends only on the half-width \( \rho \) of the band on which \( J_0(\xi) \) is analytic, and not on \( t \). We apply a variant of the method of images (see for example [17, 20, 21, 23]), considered from the point of view of asymptotics.
6.1 Exact solution for Black-Scholes equation

In the Black-Scholes context we may obtain more precise results since problem (3.2)–(3.4) has an exact solution. We shall produce the complete asymptotic expansion.

Consider the problem (3.5)–(3.7). Since $J_0(\xi) \equiv 0$ we have that (3.5) reduces to

$$u_t(x, t) = \frac{\sigma^2}{2} u_{xx}(x, t) - (r - \frac{\sigma^2}{2}) u_x(x, t) - ru(x, t),$$

for $(x, t) \in I^* \times (0, \infty)$. Introduce the function $U(x, t)$ defined by

$$u(x, t) = e^{\alpha x + \beta t} U(x, t),$$

where

$$\alpha := -\frac{1}{2} \left( 1 - \frac{2r}{\sigma^2} \right), \quad \beta := -\frac{\sigma^2}{8} \left( 1 + \frac{2r}{\sigma^2} \right)^2. \quad (6.4)$$

This function satisfies the following heat equation:

$$U_t(x, t) = \frac{\sigma^2}{2} U_{xx}(x, t), \quad (x, t) \in I^* \times (0, \infty), \quad (6.5)$$

$$U(x, 0) = g_\alpha(x), \quad x \in I^*, \quad (6.6)$$

$$U(x^-, t) = U(x^+, t) = 0, \quad t \in (0, \infty), \quad (6.7)$$

where

$$g_\alpha(x) := g(x)e^{\alpha x}. \quad (6.8)$$

In analogy to (6.3), let us define $U_\infty(x, t)$ via $u_\infty(x, t) = e^{\alpha x + \beta t} U_\infty(x, t)$. Observe that our assumption $J_0(\xi) \equiv 0$ amounts to setting $\lambda = 0$ in (5.3). From this it follows that $U_\infty$ is a solution to problem (6.5)–(6.7) for all $x \in \mathbb{R}$ (rather than just $x \in I^*$), i.e., without barriers.

It is easy to see from (4.2) that

$$U_\infty(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi x} e^{i\xi t} \hat{g}_\alpha(\xi) d\xi. \quad (6.9)$$

In analogy with (5.4) we introduce the difference

$$U_0(x, t) := U_\infty(x, t) - U(x, t),$$

which solves the following problem:

$$U_0_t(x, t) = \frac{\sigma^2}{2} U_{0,xx}(x, t), \quad (x, t) \in I^* \times (0, \infty), \quad (6.10)$$

$$U_0(x, 0) = 0, \quad x \in I^*, \quad (6.11)$$

$$U_0(x^-, t) = U_\infty(x^-, t), \quad t \in (0, \infty), \quad (6.12)$$

$$U_0(x^+, t) = U_\infty(x^+, t), \quad t \in (0, \infty). \quad (6.13)$$

We can write down the exact solution to problem (6.10)–(6.13) by using the Laplace transform $V_0$ of $U_0$,

$$V_0(x, \omega) := (\mathcal{L}U_0)(x, \omega) = \int_0^{\infty} U_0(x, t)e^{-\omega t} dt, \quad \omega \in \mathbb{C}. \quad (6.14)$$
Applying this transform to (6.10), (6.12)–(6.13) and taking into account (6.11) we find

\[
\frac{\sigma^2}{2} V_{0,xx}(x, \omega) - \omega V_0(x, \omega) = 0, \quad x \in I^* \tag{6.14}
\]

\[
V_0(x^+, \omega) = \epsilon^+(\omega), \tag{6.15}
\]

\[
V_0(x^-, \omega) = \epsilon^-(\omega), \tag{6.16}
\]

where

\[
\epsilon^\pm(\omega) := \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{i\xi \cdot x} g_\sigma(\xi)}{(\xi^2 + \omega^2)^{3/2}} d\xi
\]

\[
= \int_{-\infty}^{\infty} \gamma(x^\pm - x, \omega) g_\sigma(\xi) d\xi
\]

in which we recall that \(g_\sigma\) was defined in (6.8) and we write for simplicity

\[
\gamma(x, \omega) := \frac{\sigma'}{\sqrt{\omega}} e^{-\sigma' \sqrt{\omega}|x|}, \quad \sigma' := \sqrt{2}/\sigma, \tag{6.17}
\]

taking the branch of \(\sqrt{\omega}\) such that \(\text{Re} \sqrt{\omega} \geq 0\). The problem (6.14)–(6.16) is an ordinary differential equation with constant coefficients and its (unique) continuous solution is

\[
V_0(x, \omega) = \frac{\left(\epsilon^+(\omega) - \epsilon^-(\omega) e^{-\sigma' \sqrt{\omega}|x^+-x^-|}\right) e^{-\sigma' \sqrt{\omega}(x-x^-)}}{(1 - e^{-2\sigma' \sqrt{\omega}|x^+-x^-|})} \tag{6.18}
\]

\[
+ \frac{\left(\epsilon^-(\omega) - \epsilon^+(\omega) e^{-\sigma' \sqrt{\omega}|x^-x^+|}\right) e^{\sigma' \sqrt{\omega}(x-x^+)}}{(1 - e^{-2\sigma' \sqrt{\omega}|x^-x^+|})}
\]

for \(x \in I^*\). From this we recover \(U_0\) via the inverse Laplace transform,

\[
U_0(x, t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} V_0(x, \omega) e^{i\omega t} d\omega,
\]

which we can express by means of the geometric series

\[
\frac{1}{1 - e^{-2\sigma' \sqrt{\omega}|x^+-x^-|}} = \sum_{k=0}^{\infty} e^{-2k\sigma' \sqrt{\omega}|x^+-x^-|}, \quad \omega \neq 0,
\]

in the form

\[
U_0(x, t) = \sum_{k=0}^{\infty} \frac{1}{2\pi i} \int_{-\infty}^{\infty} \left(\epsilon^+(\omega) e^{-R^+_k(x)\sigma' \sqrt{\omega}} + \epsilon^-(\omega) e^{-R^-_k(x)\sigma' \sqrt{\omega}}\right) e^{i\omega t} d\omega
\]

\[
- \epsilon^-(\omega) e^{-R^-_{k+1}(x)\sigma' \sqrt{\omega}} - \epsilon^+(\omega) e^{-R^+_{k+1}(x)\sigma' \sqrt{\omega}} e^{i\omega t} d\omega \tag{6.19}
\]

for \(x \in I^*\); this formula contains the abbreviations

\[
R^+_k(x) := (x - x^-) + k(x^+ - x^-),
\]

\[
R^-_k(x) := (x^- - x) + k(x^+ - x^-) \tag{6.20}
\]
for \( k = 0, 1, \ldots \) In order to calculate (6.19) we must evaluate the integrals

\[
A_{\pm,k}^\pm := \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^x(\omega) e^{-R_\pm^x(x)\sqrt{\omega} e^{i\omega t}} d\omega
\]

\[
= \frac{1}{2\pi i} \int_{-\infty}^{\infty} \left( \gamma(-x^+,\omega) g_\sigma(\xi) \int_{-\infty}^{\infty} e^{-R^x_\pm(x)\sqrt{\omega} - \sigma' |\xi-x^+| \sqrt{\omega} + i\omega t} d\omega \right) d\xi
\]

\[
= \frac{\sigma'}{2\pi i} \int_{-\infty}^{\infty} g_\sigma(\xi) \int_{-\infty}^{\infty} e^{-R^x_\pm(x)\sqrt{\omega} - \sigma' |\xi-x^+| \sqrt{\omega} + i\omega t} \frac{d\omega}{2\sqrt{\omega}} d\xi d\xi
\]

In these integrals, the lower index \( \pm \) of \( A_{\pm,k}^\pm \) is understood to agree with the sign in \( e^\pm(\omega) \), the upper with \( R^x_\pm(x) \). Recall that \( \gamma(\xi, \omega) \) is defined in (6.17). Let us write also

\[
R_{\pm,k}^x(x, \xi) := R^x_\pm(x) + |\xi - x^+|
\]

with all four combinations of signs, and the lower index \( \pm \) referring to the choice of \( x^\pm \).

With this notation we arrive at

\[
A_{\pm,k}^\pm = \frac{\sigma'}{4\pi i} \int_{-\infty}^{\infty} g_\sigma(\xi) \int_{-\infty}^{\infty} e^{-\sigma' R_{\pm,k}^x(x, \xi) \sqrt{\omega} + i\omega t} \frac{d\omega}{\sqrt{\omega}} d\xi.
\]

(6.21)

We now concentrate on the inner integral in (6.21). For the moment, we fix \( k \) and the choice of signs, as well as the values of \( x, t, \) and \( \xi \). With this value of \( R_{\pm,k}^x(x, \xi) \), the integrand is an analytic function of \( \omega \) in the complement of the semiaxis \( \{ \omega < 0 \} \), and thus we can deform the contour of integration \( (-\infty, i\infty) \) to the double contour \( \Gamma = \Gamma_+ \cup \Gamma_- \) where

\[
\Gamma_+ = \left\{ \omega = \left( \frac{\sigma' R_{\pm,k}^x(x, \xi)}{2t} + \frac{i\sigma'}{\sqrt{t}} \right)^2, y \in (0, \infty) \right\},
\]

\[
\Gamma_- = \left\{ \omega = \left( \frac{\sigma' R_{\pm,k}^x(x, \xi)}{2t} - \frac{i\sigma'}{\sqrt{t}} \right)^2, y \in (0, \infty) \right\}.
\]

Via the changes of variable \( \omega = (\sigma' R_{\pm,k}^x(x, \xi)/(2t)) \pm iy/\sqrt{t} \) we obtain

\[
\int_{-\infty}^{\infty} e^{-\sigma' R_{\pm,k}^x(x, \xi) \sqrt{\omega} + i\omega t} \frac{d\omega}{\sqrt{\omega}} = \frac{4i}{\sqrt{t}} \int_0^{\infty} e^{-\sigma' R_{\pm,k}^x(x, \xi)^2/(4t)} dy
\]

\[
= 4i \sqrt{\frac{2\pi}{t}} \exp\left( \frac{-\sigma'^2 R_{\pm,k}^x(x, \xi)^2}{4t} \right).
\]

Thus (6.21) becomes

\[
A_{\pm,k}^\pm = \frac{2\sigma'}{\sqrt{2\pi} t} e^{-\sigma' R_{\pm,k}^x(x)^2/(4t)} B_{\pm,k}^x(x)
\]

where we denote

\[
B_{\pm,k}^x(x) := \int_{-\infty}^{\infty} g_\sigma(\xi)e^{-1/(2\sigma')[(2\xi-x^+)^2 R_{\pm,k}^x(x)+\xi-x^+]} d\xi.
\]

(6.22)
In this notation the two appearances of \( x^\pm \) share the same sign, which matches the lower index of \( B_{\pm,k}(x) \), whose upper index matches that of \( R^+_{k}(x) \). With this, \((6.19)\) can be rewritten as

\[
U_0(x,t) = \frac{2\sigma'}{\sqrt{2\pi t}} \sum_{k=0}^{\infty} \left( e^{-(1/(2\sigma^2 t))(R^+_{2k}(x))^2} B^+_{2k}(x) \right.
+ e^{-(1/(2\sigma^2 t))(R^-_{2k}(x))^2} B^-_{2k}(x)
- e^{-(1/(2\sigma^2 t))(R^-_{2k+1}(x))^2} B^-_{2k+1}(x)
\left. - e^{-(1/(2\sigma^2 t))(R^+_{2k+1}(x))^2} B^+_{2k+1}(x) \right)
\]  

\[ (6.23) \]

for \( x \in \Gamma^* \). Taking into account the definition \((6.3)\) we see that we have arrived at the following result.

**Theorem 6.1.** The fair value \( u(x,t) \) of the double-barrier option in the market model with no jump discontinuities is equal to

\[
u(x,t) = u_\infty(x,t) - u_0(x,t), \tag{6.24} \]

where \( u_\infty(x,t) = e^{\alpha x + \beta t} U_\infty(x,t) \) is the price of a European option (i.e. without barriers) as given by \((6.9)\), and \( u_0(x,t) = e^{\alpha x + \beta t} U_0(x,t) \) with \( U_0(x,t) \) given by \((6.23)\).

Since we are working with a model with no jumps, the exact form of the solution \( u_\infty(x,t) \) can also be obtained directly from \((4.5)\) by setting \( J_0(\xi) = 0 \):

\[
u_\infty(x,t) = \frac{e^{-rt}}{\sigma \sqrt{2\pi t}} \int_{-\infty}^{\infty} g(\xi) e^{-t(\xi + t \frac{\sigma^2}{2})} d\xi. \tag{6.25} \]

Formula \((6.24)\) is the exact solution of problem \((6.3),(3.6),(3.7)\).

### 6.2 Asymptotic formula for barrier option in Black-Scholes model

We will now see that the expression \((6.24)\) with \( U_0(x,t) \) given by the series \((6.23)\) is an asymptotic expansion of the function \( u(x,t) \) as \( x^\pm \to \pm \infty \). More precisely, the following results hold. Recall the functions \( R^\pm_k(x) \) in our analysis of \( U_0 \).

**Theorem 6.2.** Let \( g \in L_2(\mathbb{R}) \), and let \( x \) be a fixed element of \( \Gamma^* \). For fixed \( k \) and fixed signs \( \pm \), the value \((6.22)\) satisfies

\[
B^\pm_{x,k}(x) = O\left( \frac{1}{(R^\pm_k(x))^{1/2}} \right) \tag{6.26} \]

as \( |x^\pm| \) tend to infinity. If \( g \in L_2(\mathbb{R}) \cap C^0(\mathbb{R}) \), where \( C^0(\mathbb{R}) \) is the set of all continuous functions on \( \mathbb{R} \) vanishing at infinity, then \((6.22)\) satisfies

\[
B^\pm_{x,k}(x) = 2\sigma^2 t e^{-\alpha x^\pm} \frac{g(x^\pm)}{R^\pm_k(x)} \left( 1 + O\left( \frac{1}{R^\pm_k(x)} \right) \right) \tag{6.27} \]
If \( \text{supp } g \subseteq [a^-, a^+] \) and \( g \in C^0[a^-, a^+] \) then

\[
B_{\pm, h}^\pm(x) = 2\sigma^2 e^{-\alpha x^+} \frac{g(x^+)}{R_h^2(x)} \text{exp} \left\{ \frac{1}{2\sigma^2} (2|a^+ - x^+| R_h^2(x) + |a^+ - x^+|^2 \right\}
\]

\[
-\alpha |a^+ - x^+| \left( 1 + O\left( \frac{1}{R_h^2(x)} \right) \right)
\]

(6.28)

where the signs of \( a^+, x^+ \) agree with the lower index of \( B_{\pm, h}^\pm(x) \).

Note that when \( x^+ \to \pm \infty \) in such a way that the proportion \( x^+/(-x^-) \) is bounded above and below, one may replace \( O(1/R_h^2(x)) \) with \( O(1/x^+) \) in these asymptotic expansions.

**Proof.** From (6.22),

\[
|B_{\pm, h}^\pm(x)| \leq \left| \int_{|k - x^+| < \frac{1}{2|x^+|}} \frac{g(\xi)}{R_h^2(\xi)} \, d\xi \right| + \left| \int_{|k - x^+| > \frac{1}{2|x^+|}} \frac{g(\xi)}{R_h^2(\xi)} \, d\xi \right|
\]

\[
\leq \left( \int_{|k - x^+| < \frac{1}{2|x^+|}} |g(\xi)|^2 \, d\xi \right)^{1/2}
\]

\[
\cdot \left( \int_{|k - x^+| < \frac{1}{2|x^+|}} e^{-\frac{\alpha^2}{2\sigma^2} (2|k - x^+| R_h^2(\xi) + |k - x^+|^2 - 2\alpha x^+ \xi) d\xi} \right)^{1/2}
\]

\[
+ \left( \int_{|k - x^+| > \frac{1}{2|x^+|}} |g(\xi)|^2 \, d\xi \right)^{1/2}
\]

\[
\cdot \left( \int_{|k - x^+| > \frac{1}{2|x^+|}} e^{-\frac{\alpha^2}{2\sigma^2} (3|k - x^+| R_h^2(\xi) + |k - x^+|^2 - 2\alpha x^+ \xi) d\xi} \right)^{1/2}
\]

\[
\leq \|g\|_{L^2(\frac{1}{2|x^+|}, \frac{1}{|x^+|})} \left( 2 e^{\alpha x^+} \int_0^{\infty} e^{-\frac{\alpha^2}{2\sigma^2} (2|k| R_h^2(\xi) + |k|^2 - 2\alpha x^+ \xi) d\xi} \right)^{1/2}
\]

\[
+ \|g\|_{L^2(\mathbb{R})} \left( 2 e^{\alpha x^+} \int_{\frac{1}{2|x^+|}}^{\infty} e^{-\frac{\alpha^2}{2\sigma^2} (3|k| R_h^2(\xi) + |k|^2 - 2\alpha x^+ \xi) d\xi} \right)^{1/2}
\]

When we take into account that

\[
\lim_{x^+ \to \infty} \|g\|_{L^2(\frac{1}{x^+}, \frac{1}{2|x^+|})} = 0
\]

and note that according to the asymptotic theory (see for example the standard Laplace method in [13] or [31]),

\[
\int_0^\infty e^{-\frac{\alpha^2}{2\sigma^2} (2|k| R_h^2(\xi) + |k|^2 - 2\alpha x^+ \xi) d\xi} = \frac{t}{\sigma^2} \frac{e^{-\frac{\alpha^2}{2\sigma^2} (2|k| R_h^2(\xi) + |k|^2 - 2\alpha x^+ \xi) + 2\alpha x^+ \xi} \, d\xi}{R_h^2(x)} \left( 1 + O\left( \frac{1}{R_h^2(x)} \right) \right)
\]

for \( a \geq 0 \), we arrive at (6.26). Analogously, formulas (6.27)–(6.28) are also obtained from the asymptotic Laplace method [31].

Formulas (6.22)–(6.24) provide the main result of this section. Let us write \( u_0(N, x, t) \) for
the approximation for $u_0(x,t)$ obtained by the first $N$ terms of (6.23),

$$
\begin{align*}
u^{(N)}_0(x,t) &= \frac{2e^{\alpha x + \beta t}}{\sigma \sqrt{\pi t}} \sum_{k=0}^{N-1} \left( e^{-\frac{1}{2\sigma^2 t} (R^+_{2k}(x))^2} B^+_{-2k}(x) - e^{-\frac{1}{2\sigma^2 t} (R^+_{2k+1}(x))^2} B^+_{-2k+1}(x) \\
+ e^{-\frac{1}{2\sigma^2 t} (R^-_{2k}(x))^2} B^-_{-2k}(x) - e^{-\frac{1}{2\sigma^2 t} (R^-_{2k+1}(x))^2} B^-_{-2k+1}(x) \right).
\end{align*}
$$

(6.29)

The following result specifies the rate of convergence of the series (6.29) when used as an approximation of the function $u_0(x,t)$ introduced in equation (5.4).

**Theorem 6.3.** Let $g \in L_2(\mathbb{R})$. Then the series (6.23) for $U_0(x,t)$ converges absolutely for every $t > 0$ and $x \in I^*$. Further, for $|x^*|$ sufficiently large,

$$
|u(x,t) - u_\infty(x,t) - u^{(N)}_0(x,t)| \leq \tilde{C} e^{\alpha x + \beta t} \left( e^{-\frac{1}{2\sigma^2 t} (R^+_{2k}(x))^2} |B^+_{-2k}(x)| + e^{-\frac{1}{2\sigma^2 t} (R^-_{2k}(x))^2} |B^-_{-2k}(x)| \right)
$$

(6.30)

where $\tilde{C}$ is a constant, $\alpha$ and $\beta$ are given by (6.3), and $R^\pm_k(x)$ and $B^\pm_k(x)$ are given by (6.20) and (6.22) respectively.

In particular, for $N = 0$ we have

$$
|u(x,t) - u_\infty(x,t)| \leq \tilde{C} e^{\alpha x + \beta t} \left( |B^+_{-0}(x)|e^{-\frac{1}{2\sigma^2 t} |x^*|^2} + |B^-_{-0}(x)|e^{-\frac{1}{2\sigma^2 t} |x^*|^2} \right).
$$

(6.31)

**Remark 6.4.** The estimate (6.31) is stronger than (6.2). Moreover, the estimates (6.30)–(6.31) hold for fixed $x \in I^*$, while (6.2) is only an $L_2$-estimate.

7 **Numerical Results**

Concerning numerical aspects of the main theorems, we will limit the discussion to one example which facilitates comparison to an existing formula: a payoff function corresponding to a “supershare” type option, that is, $(s/K^-)1_{[K^- < K^+]}$ where $s = S_t$ is the market value of the stock and $0 < K^- < K^+$. By the relation (2.3), the payoff is expressed in terms of the logarithmic independent variable $x = \log(s/S_0)$ as $g(x) = (S_0/K^-) e^{x} 1_{[\log K^-, \log K^+]}$. To calculate $u_\infty$, the option value without barriers, we consider for simplicity a market with no jumps, effectively fixing $\lambda = 0$ in (2.9). For such a market the coefficients $c_j(t)$ vanish when $j \neq 0$, leaving only one term in the sum in (4.5). On the other hand, it is well known [38] that the classical supershare value of $u_\infty$ can be calculated directly using the classical Black-Scholes apparatus,

$$
u_\infty(x,t) = \frac{s}{K^-} \left( \frac{1}{2} \text{Erf}(\frac{g^+}{\sqrt{2}}) - \frac{1}{2} \text{Erf}(\frac{g^-}{\sqrt{2}}) \right),
$$

(7.1)

where one defines $g^\pm = (1/(\sigma \sqrt{t}))(\log(s/K^\pm) + (r + \sigma^2/2)t) \text{ Erf}(\zeta) = (2/\sqrt{\pi}) \int_{-\infty}^{\zeta} e^{-t^2} dt$.
It is not difficult to work out an explicit formula for the double barrier supershare with barriers \( X^\pm = S_0 e^{x^\pm} \), by a standard application of separation of variables (see for example [18, 19, 32, 38]). Take \( \alpha \) and \( \beta \) as given by (6.4), write \( \alpha' = 1 - \alpha \) and for \( j = 1, 2, \ldots \), define the quantities \( \beta_j \) and \( I_j = I_j(x^-, x^+) \) by \( \beta_j = j \pi / (x^+ - x^-) \) and

\[
I_j = \frac{1}{\alpha'^2 + \beta_j^2} \left( \alpha' (e^{\alpha' k^-} \sin(\beta_j(x^+ - k^-)) - e^{\alpha' k^+} \sin(\beta_j(x^+ - k^+)) \right) \\
- \beta_j (e^{\alpha' k^-} \cos(\beta_j(x^+ - k^-)) - e^{\alpha' k^+} \sin(\beta_j(x^+ - k^-))) \right)
\]

where \( k^\pm = \log(K^\pm / S_0) \). Then the supershare option with barriers \( x^\pm \) is given by

\[
\begin{align*}
u(x, t) &= \frac{2(s/K^-)^{\sigma} e^{(1/2)\sigma^2 t}}{x^+ - x^-} \sum_{j=1}^{\infty} e^{-(1/2)\sigma^2 t} \beta_j^2 I_j \sin(\beta_j(x - x^+)) \\
\end{align*}
\]

(7.2)

This formula is valid when \( x^- < 0 < k^+ < x^+ \), the other cases not being of interest to us.

To investigate the asymptotic behavior we will assume \( x^- = -x^+ \), and vary the value of \( b = x^+ \) to define the barrier. Figure 1 shows \( u(x, t) \) as a function of \( b \) in the range \( 0.25 < b < 1.0 \). In this example, \( \sigma = 0.4, r = 0.1, K^- = 0.8, K^+ = 1.2 \), and four values of \( t \). (These graphs are produced equally by (6.29) or (7.2)). It is clear that \( u_0 \) tends to zero quite rapidly as \( b \rightarrow \infty \).

One may use \( u_0^{(1)} \) as an approximation of \( u_0 \), i.e., taking only the first summand of (6.29). Since this series converges quite rapidly, this can provide an excellent approximation, as is shown is Figure 2.

The relative portion \( |u_0|/u \) can be used as an indication of the effect of barriers on option value. When this is sufficiently small as indicated by calculations such as given here, an investor may consider it justified to exchange a European option for a double barrier option with the same payoff.

![Figure 1](image-url)

Figure 1. \( u(x, t) \) for supershare option evaluated at \( x = 0 \) for \( t = 0.25 \) (highest), 0.5, 0.75, 1.0 (lowest). Dotted lines mark the asymptotic value \( u_0(x, t) \), which does not depend on the barrier.
Figure 2. Ratio \( \frac{n_0^{(1)}(0,t)}{u(0,t)} \) (left) and order of magnitude (right) for the four times \( t \) under consideration.
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